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''PREFACE

111-....

,..i. . p
.n

The literature 'of educational evaluation, consistent with its adolescence,
Seems to be smack in the middle of a growth spurt. The almost total paucity.
Of such literature a decade ago has been supplanted by a goodly- assortment
of educational evaluation writing today. Unless, like the teenager it is, our
evaluation literature suddenly tops growing, we can surely predict a
geometrie expansion ofelialuation writings in the decades to come.

As usual, of course, tomorrow's evaluation literature will be markedly
influenced by today's evaluation writers. Fortunately, Rose and Nyre have
put together a monograph that should have a salutary influence on the litera-
ture to come. More immediately, it should provebseful to educators who are
getting- ready to wade into that real-world, cost-conscious, politicized, un-
predictable maelstrom known as educational evaluation. It is a constant
source of amusement to practicing educational evaluators that the
uninitiated conceive of educational evaluation as largely an enterprise in
which theoretical models are adroitly employed to cope with the realities of
educational practice. After reading The Practice of Evaluation, it would-be
difficult to hold that view. '.

Rose and NSte have divided their monograph into two essentiallyclistinct
segments, the first Of which provides the reader with a succinct overview,of
the rudimentary theoretical concunt that educational evaluators have been
tangling with (or the past decade or so. For the beginner, this section will
prove useful as an introduction to the field. ,

Iirth-c-second; and-to -this reader =the -most.interestingseetion of the
monograph, they describe a series of actual evaluations. These-case studies
are particularly intr;gPing because in all but two instances the authors are'
reporting on evaluations in Which,they personally took part. Few theoretical
texts on evaluation can ever, with the candor employed here, capture so
vividly the dilemmas faced by evaluators who are attempting to do an in-
tellectually defensible job but must still tussle with the practicalities of life in
the real world and all its pressures to compromise one's standards. Rose and
*Nyre offer us some usefull insights into that world from the perspective of in-
dividuals operating a private evaluation agency.

The reader should become familiar with the theoretical discussions in the
initial section of the book in order to make the subsequent case studies-all
the more meaningful. Interpreting real case studies according to theoretical
propositions will, ;of course, make for difficult reading. But who ever said
that educational evaluation ought to be easy?

W. James Popham
University of California, Los Angeles

and
Instructional Objectives Exchange

V
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Any professional area -that is so _much` avoided; that produces so many
anxieties; that immobilizes the very people who watt. to avail themselves of
ikthat is incapable of operationaldefinition, eyen by its most trained advo-
cates, who in fact render bad advice to the practitioners who consult them;

' which is not effective in answering reasonable and important questions, and
which has made little apparent ,effort to isolate and aineliorate its most
seriou`s,'problems-must indeed give us pauSe.

E. G. Guba

z-INITRODUCTION/Less than five year ago, our collection of non journal works on evaluation
consisted ofta fa'well-worn monographs and even fewer books. Today, our
file .drawers and shelves are filled. There are well over a dozen 11'W-cover
books complete with artist-designed jackets; most were written in the last

two-or-three-years; But, with all' their instructional value, there is not die
.casebook among them that describes real-world evaluations in the context of
recommended evaluation models and designs. After all the theory has been
studied. and the methodologies learned, only such a book can provide
guidance to fledgling evaluators (or even seasoned ones) in the practice of
program evaluation.

Although we, too, felt compelled to deal with basic principles,
procedures, and methodological issues (and the first part of this monograph
is devoted to their treatment), they are presented primarily as a foundation
for the case-studies that follow and simply provide increased understanding.
of why- the evaluators carried out their investigations as they did. The pur-pose of to-provide-an-overview-of basic-principles_and
procedures and a guide to the practice of evaluation.

, We first entered theiworld ofevaluation with about equal proportions of
,good intentions, graduate training in research methodology, experience in
survey" research, high hopes, and naiveté. We were going to reform educa-
tion through the wisdom and insight of our impeccably planned, exquisitely
elegant evaluations.

The first evaluation we were asked ib conduct involved a staff-training
program for public school teacher specialists in an urban ghetto. The budget
Was Miniscule, but we didn't care. When we asked,about the purpose of the
evaluation, 'we were told, "Every program should he evaluated." Here were
our"kind of people. They believed in the monumental-and essential- value-of

,evaluation!
We developed (arid even pretested) several forms of questionnaires.and

f interview schedules. Because it was impossible to pin down arty gOal§ for the
program, we were afraid we might overlook what could turn out to be valu-
able data. We spent long hours trying to figure out a way to cast the study
into an experimental mode. But all' of the teachers in the district office were

6



going to participate (we had actually been called in before the program got

under way, just as our professors had told us it should be done), anthe idea

of using a control gi-oup was ludicrous.
When we arrived at She site where the week-long program was to take

place, we' -met the participants for the first tune, saw the .schedule of

"activities," and held our breath. As it turned out, there was no staff

development program and there never was any plan fdr art evaluation. We

had become pawns in a political confrontation between two,ethnic sroups,

who, in addition to warring against each other, had joined together to protest

some of the district sup-ervisor's policies. We had been hired as the final

touch to distract the supervisor from the real purpose of the weeka

showdown similar arleast in emotion to the last walk in high Noon.

Certainly, this was a most unusual situation, but intent on our purpose, we.

had put blinders on to the tensions all around us. Fortunately, we have never

encountered a similar case since then. But we have found ourselves in many

situations where we.could not or identify comparison groups, and

where input data were seldom available and school personnel resisted our

pleas for performance testing to obtain outcome data. And we have been

asked to condtict "formative" evaluations long after programs have been in

operation..
Over the years, we have learned that for every program that pc,irmits

rigorous and systematic data collection based on defined and generally

agreed upon program goals, there are many more that are hotbeds of con-

troversy with different groups of people holding different goals for the

program and seeking different information from the evaluation. For every

program that permits randomized assignment to treatment and control

groups, thei e are many more in which the real participants of the program

are hard to identify, let alone Cast in an experimental design. And finally, we

suspect that for every evaluator engaged from a project's inception in a well-

planned, well-funded, potentially significant evaluation study, there are

dozens more who find themselves faced with the task -of evaluation in a far

less ideal situation. These are the common problems encountered by people

engaged in program evaluation. This monograph is addressed to them.

EDUCATIONAL EVALUATION: ISSUES- AND TERMS

*Evaluation -is not a new concept; nor is it unique to education. Moses

evaluated when he decided to risk the perils of foreign travel and led the

people out of Egypt. David evaluated, albeit hurriedly, when he aimed the

sling.-hot at Goliath's forehead. We all evaluate. Deciding whether to go to

Europe or stay home and paint the house during summer vacation involves

both affective and economic evaluation. When we go the the market to buy

apples, we are evaluating as we select the largest, firmest, juiciest, and red-
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dest (or greenest, depending upon your preference). Every time we make, a
decision, more or less ,rationally, systematically weighing the advantages

,0.0. and disadvantages of th4 alternatives, we are engaging ifi evaluation.
Formal evaluation has an equally long history, dating back to 2000 B.C,

when Chinese official administered civil servico examinations (1 1 I). The
first formal educational evaluation was conducted in Sfates ,in
1887 by JOseph MaYerRice-, a free-thinking pediatiician.. onsidered a land-
mark study, in contrast to the simplitstic surveys and even more sirnplistic in-
terpretatiOns that were characteristic of the time, Rice developedhis own
spelling test and administered it to over thirty thotisand students in a-large
metropolitan', schobl district. He wanted to show that student achievement
had no re)ationship to the amount of time students spent in what he felt were\

. senseless! and interminable spelling drills (1 1 1). Unfortunately, a sophisti-
cated technology did not evolve as a result of Rice's study, and most of the
activity conducted in the name of evaluation fdr the next 20 or 30 years
consisted of giving-school children a viriety of tests in every different sub-
jecb. Measurement, not evaluation, leaped ahead.

It was not,until the 1930s, when another trailblazer b the name of Ralph. Tyler demonstrated a new approach to evaluation in the Eight-Year Study of
the PrOgressive Education Association, that the foundation was laid for the
form of evaluation we know today. Tyler conceived of `evaluation as the
proces's of determining the degree to which thb goals ofa program have been
achieved. And, to Tyler, goals and objectives had to be defined in behavioral
terms. Goals were derived from three basic sources: students, society, and
the subject matter. General goal statements were then analyzed within the
context of the psychology of learning (Can they be attained; by the target
population?) and a philosophy of education (Are they worthwhile and com-
patible with the purpose of education?). The goals that remain after this
screening are transformed into specific behavioral statements or objectives;
the degree to which students attain these objectives at the end of a program
is measured; and the results are used to judge the effectiveness of the

- program (96). Goal-attainment models of program evaluation ate much in
evidenc today and form the base of many experimental studies.

Still, t e demand for formal program evaluation was not ignited pia after
the launching of the first Russian sace'llite. Sputnik will probably be re-
membered in the education World less for its impact on the space Rrogram
than for its launching of the educational reform movement. Both educational
reform- and evaluation owe the beginnings of their modern histories \to the
furor created by the Russian feat. Public outrage turned against the schools,
and for the first time in imerican history, the quality of our most honored in-
3titution, the school system, was seriously questioned. In part becaute of
this concern, and in part because of civil rights groups' demands for fair
,treatment of minority children in the.schools, the federal government began
to contribute a greater share of the schools' financial support, which up tmtil

\
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this time had been provided almost entirely by state and local governments..

And, with the federal dollars came accountability. The federal government

simply wanted to know if their money had been spent wisely. But the

interest in accountability blossomed and culminated in the provisions for

mandatory evaluation that were written into the Elementary and Secondary

Education-Act (ESEA) of 1965.

The ESEA, through its various titled programs, *vide(' for thousands of

grants to educational agencies throughout the country, and each local

project had to be evaluated in order to continue receiving federal funds. Nor'

surplisingIY; the educational community was not equipked to handle the vast

numbers of evaluations that were required to.satisfy the law. Professional

evaluators did not yet exist, and few educators were knowledgeable about

evaluation. Academics trained in research or measurement were drafted to

conduct the evaluations, and they approached the task as researchers, not as

evaluators. Masses of unnecessary data filled the volumes of project reports,

and, not surprisingly, the federal government found them to be of little help.

Large-scale evaluations of federal programs fared no better. Would-be

evaluators clung tenaciously to the classical experimental model with which

they were familiar. Strict adherence was given to defining program goals,

usually in tandem with a list of null hypotheses; assigning subjects randomly

to experimental andcontrol groups; collecting masses of data from each

group, usually in the form of standardized achievethent measures; employ

ing statistical techniques of varying degrees of sophistication; and, finally,

making judgments regarding the worth of the program based on a com-

parison of the two groups. Comparisons of randomly assigned treatment and

control groups became the sine qua non of program evaluation. Unfortu:

nately, the emphasis on testing and the collection of quantitative data caused

many people to confuse measurement, accompanied by vast amounts of

"illustrative" data, with evaluationa confusion that continues to exist

even today.
The deficiencies of experimental design dre discussed in detail in a later

section, but it is sufficient to say at this point that the evaluation reports they

provided were dismal failures. Used by graduate schools today as examples

of what not to do in program evaluation, these comparative studies yielded

"no statistical differences" over and over again. Program budgets were cut

or eliminated out of political expediency alone; others cortinued business as

usual without a shred of evidence as to their effectiveness.

The shqlows cast over evaluation as a result of these early studies have

remained and in many ways have influenced recent trends in evaluation

practices. Nevertheless, the Elementary and Secondary Education Act of

1965 must be credited with providing the impetus for evaluation, an activity

that has turned out to haste had an equal, if notgreater, impact on education

than the act itself.



The Pioblentof Definition

From these inauspicious beginnings emerged the field of evaluation as we
know it today--a field that is characterized by confusion, conflict, con-
troversy, and mistrust. Evaluators do not share a common philosophy, focus
or terminology. Fiercely loyal to different "schools" of evaluation, educa-
tors argue overgoal-free, goal-based, and formative and summative evalua-
tion, Even the most basic teimis,' such as measurement, assessment,
and evaluation are used interchangeably and often incorrectly, It is no
wonder that in some quarters evaluation is not yet legitimized. In order to
clarify some of the major evaluation terms with which the reader should be
conversant, it will be helpful to examine their definitions beforewe proceed
with our discussion.

Accountability: Accountability is concerned with furthering the educa-
tional effectiveness of school systems (3). The Random House Dictionary of
the English Language shows the synonym of accountability to be "responsi-'
:bility." Educational accountability thus represents the educators' accep-
tance of responsibility for the. consequences of the educational system
entrusted to them by hie public. Evaluation is an intrinsic part of ac-
countability. Program effectiveness must be evaluated to provide informa-
tion for teachers, administrators and program directors, as well as legislators
abd other officials who allocate the funds for the programs and for the public
who provides the funds thinugh their tax dollars. Accountability is usually a
condition requiring evalUation; but accountability is not equivalent to
evaluation.

Measurement: As we said earlier, measurement is often equated with
evaluation, since so many of the early evaluation reports consisted primarily
of measurement data. But measurement is staticit is the act or process of
determining the extent, dimensions, quantity, or capacity of something at
one point in tithe. in education, measurement is the 'act of determinir 'he
extent to which an individual hAdearned or The degree to which-an indi-
vidual possesses a certain characteristic, ability, or talent. Measurement is
usually part of the evaluation prdcess, providing useful data for evaluation,
but again, the two terms are not equivalent.

Assessment: Like measurement, the term assessment is often used inter-
changeably with evaluation, and several major evaluation projects have
been referred to as "National Assessments." Assessment is _really more
akin to measurement, however, and refers to the process of gathering and
collating the data. Anderson and associates'(3) claim that assessment has a
narrower meaning than evaluation and a broader meaning th,..n measure-
ment. In addition to the act of measurement, assessment involves the quali-
tative judgment of determining what and how to measure as well as the
process of putting the data into an interpretable form.

5
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Evaluation Research: Although many writers classify evaluation as a form

of research; or conversely, view evaluation research as a.specific method of

evaluation, others make a sharp distinction between the twoerms-. Evalua-

tion research is defined as the application of social science.methods to dis-

cover information of importance to program practice ancl public policy (98)..

.Implicit in tile distindtion is that the evaluator doing evaluative research acts

as an objective scientist, -employing qt14ntitative and reproducible tech- c

niques and eschewing judgment. ,R8earch is primarily concerned with the

basic theory and design of a program over a\S-et-period of time. Evaluation

may to some extent be concerned with basic theory and design, but its

primary function is it) appraise a program to determine iis merit.

Formative and Summa five Evavaatjon: Coined by Michael Scriven' (76),

these terms distinguish between the two basically different roles served by

evaluation. Formative evaluation refers to those evaluations undertaken

during the developmental process for the express purpose of ,guiding and

assisting program improvement.On a formative evaluation, the evaluator

might gather specific data on various aspects or components of-the program

of several stages throughout the developmental phase in order tetidentify

areas requiring improvement. This information provides the developer with

empirical data to help determine where and how -to revise the program and

make it better.
' Suroniative evaluation, on the. other hand, refers to the final evaluation of

a program and is concerned with determining the worth of the overall

program after it has been completed. The purpose of summative evaluation '

is to help Take .decisions regarding the program's futureits continuance, .

termination, replication and/or dissemination.' Implicit within these two

terms, formative and summative, is another distinction, which refers to the

evaluator's role. That is, because the purpose of formative evaluation is to

improve, the formative evaluator becomes part of the developmental

prot:ess and the task of formative evaldation can even be performed by the'

program developer. If a person other than'the developer performs the work

of forMative evaIntion, that person can work closely and collaboratively

with the developer. The point is that there is no need to ensure third-party

objectivity in the formative stages of program development: The goal is

improvement, and both the developer and evaluator can be ':ommitted to

that end. The summative evaluator is in 'a different position. Summdtive or

final, end-of-program evaluation demands an objective and impartial evalua-,

tion, since the future of the program is at stake. The summative evaluator

Must be completely independent of the developer.

li'ormative evaluation. as described by Scriven. is similar to what Cronbach (19) talks about in hisdiscussion

of evaluation for course improvement, although he and Scriven strongly disagree as to the relative im-

portance of the role of formative evaluation, with Cronbach taking the
position that formative is of greater

impoitance than summative evaluation.

6
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A:though these terms were developed for the evaluation of curriculum ma-
terials, they have been adopted by the educational community as part of the
basic vocabulary of evaluation and are used to distinguish the two opera-
tions in any type ofe valuation enterprise.

Goal-free Evaluation: An Other tern} created by Scriven (77), goal-free
evaluation is an approach that aims to ensurdthat evaluators pay attention to
the actual outcomes of a program, intended' as well as unanticipated, rather
than just the quality of the prograrg goals or the,extent to which they have
been achieved. Scriven was concerned .that an evaluator would become
preoccupied with goals and, consciously. or unconsciously, ignore tl aide
range of actual outcomes which, intended or not, are nevertheless real. In
the goal-free approach, the evaluator deliberately avoids gaining arty
knowledge of the program goals (a simple task in eases where program goals
don't really exist), gathers data on 'the actual outcomes only, and then
evaluates their importance. Goal-free evaluation was not conceptualized to
replace goal-based evaluatiomibut to augment it and thus prov:de a more re

ana valid evaluation.
Goal-based Evaluation. Goal-based evaluations refer to evaluations that

are based on the extent to which intended project goals have been achieved.
As str,ested by Scriventhis should be accompanied by an assessment of .

the quality of the goals established in ttie first place (76).

A Definition of Evaluation
'

Finally, the most important term to define, and one of .the most con-
troversi4 is the word evaluation itself. The attempt to :larify.the meaning of
evaluation is not an idle;exercise. Quite the contrary. It is of major im-
port mce since no one is agreed upon a definition and the different definitions.
people.accept carry with them different advantages and disadvantages, each
affecting the way in which evaluators approach and carry out their tasks.
For example, three definitions of evaluation have appeared at onetime or
another in its history. measurement, congruence between objectives and
performance; and judgment (59). When measurement is accepted as the

definition of evaluation, the evaluator's main task is to administer tests and
gather measurements. The role of the evaluator is equivalent to that of
psychometrist. If evaluation is defined as professional judgment, then a
group of "experts woulc} observe a program in action and, subsequently,
pronounce judgment eXpertly an act reminiscent of accreditation
procedures from wheriese-the defiffition is derived. ,

Definitions of evaluation also provide the conceptual base for the modEls
of evaluation, and, although there are still a few educators who s hscribe to
the measurement definition (23, 93), art examination of the literattire and a
review of the different models and classification schemes indicate that model

7
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)btiliderS and evaluation writers cluster around three major definitions: 1)
those that define evaluation as an assessment of the discrepancy between

-objectives-and-perfdrmance (Metfessel and Michael; Proves; Stake; Tyler);

2) those that focus'on outcomes and definecevaluation as an assessment of
outcomes,-intended,or otherwise (Popham; Scriven); and 3) those who Ore

decision oriented,.defining evaluation as the process of obtaining and provid-

ing-information for decision makers (Atkin; Cronbach; Guba and Stuffle-

bearh). Each of these "schools" of evaluation thought and the writings of

their proponents will be discussed subsequently.
A central issue for allihree groups isthat of value. The advocates Ofgjudg-

.ment follow-the dictionary definition, which states that "to evaluate is to as-
,

certain the value or' (Random House Dictionary). Thus, Popham (60)
speaks of fornial evaluation as the " assessment of the worth of educational
.phenomen.." and Scriven (76) goes fUrther, suggesting that without judg-

ment-of :merit, no evaluation-has-taken'place. Glass similarly- stresses -that

evaluation is an attempt to-assess the worth or social utility of a thing, and
Stake.(83).specifies description and judgment as the two basic ingredients of

evaluationz-Dressel- (21) broaders the definition to include protess. To

Dreisel, evaluation is "both a judgment on the worth or impact of a
Program, procedure or,Individdal and the process whereby that judgment is

made." Others who support the judgment of merit position include Airasian
(1), Sax (73), Suchman (91), Weiss (98, 99), and Wholey et al.r,(107).

At the other end of the spectrum are those who eschew a value orienta-

tion, viewing the function of evaluation instead within the context of deci-

.. sion making only. In this case, the evaluatorgattrs_information concerning.

-the relative advantages and disadvantages of vari us decision alternatives so

' that decisions can be made rationally-and systeniatically. The-uses tow/hich
evaluation information is actually put by decision makers is yet another mat-

ter, one that will be ,dealt with later. Guba and Stufflebeam (37) object to
judgment or value definitions because they ignore the processes of arriving

at the information. They suggdst instead that "evaluation is the process of

- delineating, obtaining and providing useful information forjudging decision
alternatives." Along the same lines, Alkin (2) offers a somewhat longer and

broader version, which includes identifying the-decision-areas-as-well-as.
effecting and providi4 the information to decision makers.

Some who oppose the value dimensions are concerned thattpassipejudg-
ment wilultimately diminish the evaluator's access to data and evaluation
Nivill_bfcome even more suspect'than it is now. Others-, such as Guba and
Stufflebeam, Provus, and Alkin, Sake the position that the act of judging or

making the final determination of the worth or merit of an educational
program or product is only within the purview of the decision maker, not the

evaluator. Popham (60) refers to the three models upon which these defini- ,

tioftsjut based as "decision-facilitation models." Although they do involve

13



the evaluator's use of judgment as well as a determination of whether the
program goals have been attained, their orientation is toward servicing deci-
sion makers. "The orientation of these models is so overwhelmingly toward
servicing educational decision-makers that some of their proponents,
conceive of the evaluator as the decision-maker's handmaiden/hanclmister."
(60) Brief descriptions of these mode's are presented in the next section.

MODELS OF EVALUATION

-Evaluation models are as prolific as rabbits, and they procreate about as
speedily. No longer do people develop an idea or test an approach. Instead,
they develop a model. Often spawned from combinations of several other
models, SditieffOnt otherdisciplines,-they-become-progressively_more gran-
diose in their complexity, more esoteric, in their terminology and more
pompous in their names. One has only to examine a recent program schedule
for the American Educational Research Association's (AERA) annual meet-
ing or the extensive Educational Resources Information Center (ERIC)
abstracts on evaluation. The most frequently used paper title begins with the
words "The Development of an Evaluation Model for ...."

The array of evaluation models from which we may choose would, if noth-
ing else, provide a marvelous tongue-twisting party game. Just imagine-what
it would sound like if someone who'.d had too much to drink were to chant in
mantra form the names of evaluation models and approaches. We have
democratic evaluation, responsive evaluation, transactional evaluation,,
todui-operandi-evaluation; holistic evaluation, discrepancy evaluation,
gbal-free evaluation, and adversary evaluation. There is the Countenance.
Model, the Differential Evaluation Model, the Priority Decision Model, the
Trade-Off and-Comparative Cost Model,-the Systems Approach Model, and
the Cost Utility Model. There are Ontological Models, Synergistic Models,
and Ethnograph;c Models.2 And this is only a partial list. Indeed, model
building has become so commonplace, that to be truly distinctive these days
one should eschew model molding altogether.

Many of these so-called models, of course, are not_really models, but
rather, descriptions of processes or approaches to ['imam evaluation. The
purpose of a "model is to guide and focus inquiry. Borich (7) indicates that
models in the social sciences have three identifiable characteristics: preci-
sion, specificity, and verifiability. Models are precise because they are quan-
titative in nature. The elaborate forms of measurement are derived purpose-
fully to describe the phenomena under investigation. Models are specific
because they deal with only a certain number of phenomena. Models are
verifiable in the sense that hypotheses are formulated and empirical evi-

,L,

2The models and their authors are listpd at the end of this section to avoid interrupting 'the flaw of the text.

9



den& is accumulated that eventually determines the model's accuracy and
usefulness. In listing the criteria for models, Carter (13) suggests that they
must be efficient, heuristic, internally logical and complete; capable of being
extended by empirical study; capable of helping the evaluator anticipate all
of the information needs for decision making and capable of relating ele-
ments in ways not previously related. Borich (7) hastens to add that while
"evaluators strive to construct.models that are precise, specific and verifi-
able, the end result often falls short of that which can be expected in the
sciences." Models are, in effect, conceptualizations, and they may be
theoretically sound; but they do not necessarily lend themselves to actual
implementation.

A few models were no doubt built by Rube Goldberg fans intrigued by
mazes of convoluted lines, arrows, and dots, and even the best of models are
not perfect. Still, this should not deter would-be evaluators from having in
theit repertoire-an understanding of the major evaluation models that have
been dominant in the literature and influential in the field. We will examine a
few of the important models that have guided evaluations during the last few
years.3

The Countenance Mxiel

Created by Robert Stake (85), the Countenance Model is so named because
of the -title of his article, describing it ("The Countenance of Educational
Evaluation"). This model is based on the notion that judgment and descrip-
tion are both essential to the evaluation of education) programs. Accord-
ingly,-Stake distinguishes between three bodies of information that are ele-
ments of evaluation statements that should be included in both descriptive
and judgmental acts. These elements are: antecedents, transactions, and
outcomes.

Antecedents refer to conditions existing prior to implementation of the
program that may relate to outcomes. Transactions are the "succession of
engagements" that constitute the process (in other words, the instructional
process or educational aspect of the program). Films, examinations, home-

,
work, class discussions, and teachers' comments on student papers are all
examples of transactions. Outcomes, as conceived by Stake, refer to much
more than traditional student outcomes. They include immediate, long-
range, cognitive, affective; person, and societal outcomes. Outcomes also

fig include the program's impact on teachers, administrators, and others as well
as the wear and tear on equipment and facilities in its conduct.

'For comparative analyses of the different models, readers arc referred to Worthen and sanders' (111) multi-
page desenpuve tnatnx of models, Wethenll and Buttram's (105) comparison of 21 models, and Carter's (13)
taxonomy of decision-oriented evaluation models.
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Descriptive information is classified either as intents or observations.
.

Intents hiciude program objectivesnot-only intended, student outcomes,
,but also the planned-for environmental conditions as well. The judgment ma-
trix includes both the standards used to reach judgments and the actualjudg-
ments themselves. A graphic representation of Stake's layout is presented in
Figure I:

RATIONALE

INTENTS OBSERVATIONS STANDARDS JUDGMENTS

ANTECEDENTS

TRANSACTIONS

OUTCOMES

I

DESCRIPTION MATRIX JUDGMENT MATRIX

Figure 1. Layout of the Countenance Model*

Note that a separate box depicted to the left of the layout is labeled ra-
tionale. According to Stake, an evaluation is not complete without a state-
ment,of the program's rationale. This statement indicates the philosophical
'background-and_basic purposes of the program and provides a basis for
evaluating intents.

There are two principal ways of processing descriptive evaluative data:
finding the contingencies among antecedents, transactions, and outcomes;
and finding the congruencies between intents and vbservations. The data for
a program are congruent if what was intended actually happened,,although
Stake-admits that it is unlikely that all of the intended antecedents, transac-
tions, and outcomes come to pass exactly as intended even in the best of
programs. With reference to transaction data, Stake insists that the evalw
tor carefully observe and record data emerging from the transactional and
interactional classroom processes. He broadens the general concept of 6ut-

IN. JamesPopham-Educational Evaluation, e. 1975, p. 31. Reprinted by permission of Prentice-Hall, Inc.,

Englewood Cliffs, N.J.
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come data to include future application, transfer, and the effect of process
on outcomes.

The contingencies among the variables are of special importance to the
evafator. rn the sense ihat evaluation-is-the search for relationships that ,
facilitate educational improvement, the countenance evaluator's task is to
identify outcomes that are contingent upon particular antecedent conditions
and instructional transactions.

We previously stated that the foundation for a model's orientation derives
from the author's definition of evaluation. In this crse, Stake is a proponent
of the value judgment school; the model is judgmental and the process of
judging the merit of a program is an integral part of the model. There are two
bases for judging the characteristics of a program in the Countenance Model:
evaluating a program either on the basis of absolute standards or relative

____standardsthaLis, _either standards reflecting- personal opinion concerning
what the program_should -be or standards reflecting other similar programs.
Judgment is involved in choosing which set of standards to useabsolute or
relativeto obtain an overall rating of merit upon which to base recom:.
mendations regarding the future of the program.

Iniater writings on "responsive evaluation," Stake (84) adds that rather
than personally passing judgment, 'the' evaluatorshould.collectsamples of
the judgments of many people in the programthe clients, staff, com-
munity, and others.4 Stake's emphasis on the evaluator's need to be fully
aware of and sensitive to the concerns of many people affected by the
program became the central theme in several "process-only" evaluation ap-
proaches discussed in the next chapter.

Goal Attainment Models

Fathered by Ralph Tyler in the 1930s, goal-attainment or objectives-oriented
models still provide guidance for many evaluations and occupy an important
place in the - literature. An-example of a goal-attainment model is the-para-
-digm developed by-Metfessel and_Michael (54). The steps of their model are:

1. Involve members of the total community directly and indirectly as par-
ticipants in theevaluation;

2. DevelOp broad goals and specific opera ionai objectives, both cognitive
and noncognitive;

3. Translate objectives into forms that are communicable and that can be
implemented to facilitate learning;

'Many prominent evaluation theonsts expanded the classic paradigm by broadening the definition of decision ,
maker and legitimizing data other than test scores, particularly the judgments of various people involved
directly and indirectly with the Program (75).

12
17



4. Develop criterion measures and instruments to determine whether the
program achieved the objectives;

S. Measure the program's progress toward attairimnent of the objectives
and, finally, measure attainment of the objectives;

6. Analyze the data;

7 Interpret the data in light of established standards and values; and

8; Formulate recommendations for program improvement as well as for
revisions in the goals and objectives.

The appendices:to the article contain lists of criterion measures (for which
Metfessel and Michael have become better known than for their paradigm)

_that_ean be,_used by_the..evaluator. in the fourth step of -the model. The
measures are wide-ranging, with .those for determining student behavior
including self-inventories, standardized tests, rating scales, projective tests,
anecdotal records and case histories. Measures are also provided for teacher
and comthunity behavior.

Somewhat similar to Metfessel and Michael's strategy is one offered by
Robert Glaser (29). His scheme, which excludes summative evaluation,
consists of six steps that comprise a continuing cycle of formative evalua-
tion:

4: Specify the outcomes of learning immeasurable terms;

2. Analyze the learners' entry behaviorthe level of knowledge, skill, or
ability already in the students' repertoire relevant to each task sped- -
fied in the objectives;

3:: Provide students with various learning alternatives;

4. Monitorstudents' progress toward objectives;

5. Adjust the instructional program according to the level of students'
performance as they progress towar . attainment of the objectives; and

'Evaluate the program for on-going feedbac.k and program improve-
ment._

r
Glaser's paradigm is most suited to the evaluation of instructional pro-,

graMs, although the strategy is generalizable to other program situations,
Glaser has been particularly effective in specifying the conditions necessary
for the evaluation of instruction, and :iis main contribution in this area is his
emphasis on detailed diagnosis of atudent (participant) entry behaviors, an
emphasis that is important in almost all program evaluations.

Despite their several advantages, there are more than a few criticisms of
goat:attainment models. Striven (76) was the first to caution against indis-
criminate goal-based evaluation without an accompanying evaluation- of-the
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quality of the goals themselves: ". . . it is obvious that if the goals aren't
worth achieving then it is uninteresting how well they are achieved." Un-
fortunately, many evaluators do not heid'Scriven's advice, and the goals es-

tablished for a program often remain unscrutiiiized'...
.Another major.problem with goal-based models is that in order to provide

an effective base for determining program results, program objectives must
be-clear and specific. Rarely are evaluators afforded the luxury of explicit
program goals. More often than not, if they exist at all, the objectives are
vague, general, and too broad to provide a basz for comparing results.
Dressel .(21) .offers a reasonable explanation for the prevalence of globally
stated piograla objectives, simply stating that "if is far easier to generate
agreement among different constituent groups if an objective is vague."
Broad goals are seldom controversial. For example, few people would argue
if the goal of a program were to enhance students' self -confidence or
improve their ability to relate to people or other such incontrovertibly inspir-
ing goals. Agreement concerning the behaviors or attitudes that students
would have to demonstrate in order to show that they had indeed increased
their self-confidence. or their ability to relate to people would be far more

ifficult to obtain. In fact, whether or not objectives of this type can even be
defined in specific measurable terms is itself a subject of great contro'versy.

A third, frequently heard, criticism of goal-based evaluations is that focus-
ing attention on the Tesults of a program only in terms of its intended objec-
tives narrows the evaluation, so that the different procedures used to
achieve-the-results_and their. xelationship to program outcomes are ignored.

-Global judgments-of merit, of-course,-can:he made concerning-the overall-
value of 'the program as far as its success in achieving the objectives is
concerned, but no basis for program improvementan equally important
part of evaluationcan be provided by the data. In other words, the goal-
attainment model is not decision oriented; only limited information can be

provided for decision makers: In decision-oriented models, the purpose of
evaluation is to provide information for decision makers for a multiplicity of
decisionsdecisions concerning whether or not a program is needed in the
first. place; decisions about whether to continue, expand, or terminate a
program; decisions concerning program-certification-or licensing; and deci-
sions al?out program improvement. The next two models that are described
qualify as decision-oriented models for program evaluation, an orientation
that is evident in-the-definition_of evaluation that provides the conceptual

base for their development.
_

the Discrepancy Model

A very popular and widely used model is Malcolm Provus' Discrepancy
Model, so named because the discrepancy between performance and" stan-

.
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dards is 'a key point in his tlefinitiorhof evaluation. Prowls (64) defines

evaluation as:

. . . the process of 1) defining program standards; 2) determining whether a
discrepancy exists between some aspect of program performance and the
standards governing that aspect of the program; and 3) using discrepancy in-
formation either to change performance or to change program standards.

Depending upon the information yielded as a result of the evaluation,
there are four possible decisions to be made. The program can be
terminated; it can be modified; it can continue or be repeated as is; or the

standards can be changed.
The Discrepancy Model involves five stages, each of which involves a

comparison between reality, or performance, and standards. Discrepancies
are determined by ,examining the three content categories (input, process,
and output) at each stage and comparing the program performance informa-
tion with these defined standards at each stage.

The design of the program is compared with design criteria; program
operations are compared against the input and process sections of the
program design; the degree to which interim objectives are achieved is com-
pared -with the relationship between process and product; the achievement
of terminal objectives is compared with their specification in the
design; and, finally, the cost of the program is compared against the cost of

other programs with similar goals.
The first stage focuses on the design= and refers -to -the nature of the

programits,objectives, students; staff and other resources required for-the

program, and the actual activities designed to promote attainment of ihe qb-

jeetivet. The program--desigu..that- emerges becomes-the-standard-against
which the program is compared in the next stage.

The second stage, installation, involves determining whether an imple-
mented program is congruent with its implementation plan. Proc6s is the
third-stage, in which the evaluator serves in a formative role, comparing
performance with-standaids and focusing -on- the extent -to -which the interim

or enabling objectives have been achieved. The fourth stage, produce, is

concerned with comparing actual attainments against thestandardslobjec-
fives) derived during Stage 1 and noting the discrepancies. The fifth and final

stage is concerned with the question of cost. A cost-benefit analyst, is made
of the completed program and compared to other programs similar in_nature.

Because the primary function and orientation of,the Discrepancy Model is
to-provide_information for decision makers, Popham classifies it in his four-

part model medley as a "decision-facilitation" model (60): -Butras.,Popham__
acknowledges, there is overlap between the categories, and the Discrepancy
MOCIel is -vulnerable to the same criticisms leveled at the -goal-attainment

models.
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The CIPP Model

One of the most well-known and widely used models is the CIPP Model
developed by Egon Guba and 'Daniel Stuffiebeam (37) CIPP is an acronym
that- stands-for-thefour types-of-evaluations-for which the model-is appro-
priate: context evaluation, input evaluation, process evaluation, and product
evaluation.

As noted earlier, the foundation fbr the development Of a model is the
author's-definition of evaluation, and for Guba and Stufflebeam "evaluation
is the process of delineating, obtaining and providing useful information for
judging decision alternatives."

This cie4nition, contains three important points. First, evaluation is a
systematic,.eontinuing process. Secondly, the process includes three basic
steps: 1) delineating the questions to be answered; 2) obtaining relevant in-
formation- so that the questions may be answered; end 3) providing the in-

Armation for decision makers. Thirdly, evaluation serves decision making.
/ Although there is a judgmental component, the primary emphasis in this/

model is on decision making. Basically, the CIPP model answers four ques-
tions: 1) What objectives should be accomplished? 2) What procedures
should be followed in order to accomplish the objectives? 3) Are the
procedures working,.properly?and 4) Are the objectives being achieved?

the CIPP-Model, pictured in Figure 2, distinguishes between four dif-
ferent decision-makhi settings in education and four corresponding types of

_ de.Cisions-, in addition to4he four types ofevaluation-that form-theinodel's
name. The first distinction, that of decision-making settings, arises directly

consequence,ofithe authors'- definition -of evaluation; thafiS, theeiten--
siveneSs of evaluation, as_well as the rigor with which it is conducted, are
determined in large measure by the importance of the decision that is to be
-servicedThe_importance of the decision, in turn, depends upon the signifi-
cance of the change it is intended to bring about:Tor example, decisions that
will have far-reaching consequences demand evaluations that are thorough,
rigorous, and, most likely, expensive. Decisions that will have little impact
on the people or the system, such as the decision to change the entrance of a
building, do not require expensive, detailed evaluations.

gA second factor to be considered is the availability, 3f information and the
:decision maker's ability to use it. Evaluations must, of necessity, be more
extensive when there is little information already available or when the deci-
sionmaker is.not able to make use of the available information in its present
form. These two factors -- significance of the intended change and the avail-
ability of information, as well as the decision maker's ability to use itform

-----twOinterseeting- lines_which, when combined, yield four classes of decision
__settings. The continua are labeled- "small versus 'large drange"-and="high-

versus low understanding." The rule for distinguishing between small and
large change is the degree of controversy over the change. The more con-

.
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troversial the change, the larger ormore important it is. School integration is
a-good example of a large, Controversial change. Large changes nstialiy
volve major restructuring within the educational system.

Small changes, conversely, refer to changes that have no significant it
pact on variables considered to be important by society. Thui, small
changes are relatively Inconsequential and noncontroversial. Changing
textbooks, however, or adding curricular content are examples- of small
changes that still require evaluative information for decisions.

The "four decision settings are called homeostatic, incremental, neomo-
bilistic, and metamorphic, each-referring-to_the extent of intended change.
fromeogatic decisions are aimed at maintaining the status quo and, not
surprisingly, are characteristic of most decisions that are made in education.
Faculty assignments and course scheduling are examples of homeostatic de-
cisions. Incremental decisions refer to developmental activities, particularly
those conducted as a part of continuous program improvement-Contrary to
their creators' view, many innovations in education are examples of incre-
mental activitiesattempts to make some improyement -without -risking-a
-major upheaval:

--- ---!Source:_Phi Delta Kappa, National study Comm.:: on Evaluation. f.ducational evaluates and decision mak-
ing. Ithaca, In.: Peadek Presi, 197 ;Repnnted by permission of Phi DeyrKappa, Incorporated.
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Neomobilistic decisions denote large, innovative activities conducted for

the purpose of solving significant problems. Policy research centers and in-

stitutes that deal with long-range educational planning are engaging in the

area of neomobilistic d cision-making. Metamorphic decision-making,aims
to produce complete c anges in an educational system. Ivan Illich's pro-

posal to disestablish st hools is a good example of what would be meta-
morphic change in education. Quite obviously, this kind of change would'he
utopian, and the prohability of its taking place in education is indeed slim.

Within each-of these decision-making settings, there are thousands of
specificeducational decisions .that are categorized by the authors into
another foursome: 1) planning decisions.to determine objectives; 2) Structur-

ing decisions to designihe means or procedures to be used to attain the ob-
jectives; 3),implementitig decisions to watch over and refine the procedures;
and 4) recycling decisions to judge and react to the outcomes or attainments

of the objectives.
Corresponding to each of these four decision types are the four types of

evaluation for which the model was namedcontext, input, process, and
product. Context evaluation is the most prevalent type of evaluation used in

education. The major objective of context evaluation is to determine needs,
specify the population and san,ple of ind!viduals to be served, and devise ob-
jectives designed to meet theFe needs. The procedures for context evalua-

tion include: I) defining and describing the environment in which the'change

is to occur; 2) identifying unmet needs and necessary and available
resources; 3) identifying sources ofproblems or deficiencies in meeting these

needs; and 4) predicting future deficiencies by considering the desirable, ex-
pected, possible, and probable outcomes. In other words, context evalun

tion provides the rationale for justifying a particular type of program.
Context evaluation, according to Stufflebeam (90), addresses these clues-

ticins:

1. What unmet needs exist in the context _served by a particular institu-

tion?

2. What objectives should be pursued in order 'to meet these needs?

3. What objectives will receive support from the community?
. .

4, Which set of objectives is most feasible to achieve?

Unmet needs can be determined by examining the goals of the school and

students' performance. comparing-them, and-noting-any "discrepancies:" "-
The differences represent unmet needs. Which objectives should be pursued

in order to meet tliese needs depends on the conditions that account for the
differences. Stufflebeam suggests that literature published by other evalua-4

tors who 'have experienced similar problems may help to explain why'
students failed to reach desired criterion levels. Which objectives will be

23



sup-Ported by the community can be determined simply by polling or inter-
viewing representative's of community groups. Determining which objec-
tives are most feasible involves estimates of costs and of resources available
to the school and community.

The purpose of input evaluation is to determine how to use the resources
in order to -meet the goals established for the program. The end product of
input evaluation is an analysis of alternative procedural designs or strategies

----in terms oftheiepotential costs and benefits.
Stuffiebeam,(90) suggests five questions that input evaluation should be

capable of answering:

.1.,Does-a given project strategy provide a logical response to a set of
'specified objectives?

2. Is a given strategy legal?

3. What strategies already exist with potential relevance for meeting pre-
, viously established objectives?

4. What specific procedures and time schedules will be needed to imple-

ment a given strategy?

5. What are the operating characteristics and effects of competing
strategies under pilot conditions?

Decisions based upon information collected in input evaluations typically
result in the specificationof materials, procedures, time schedules, facilities,
staffing? and budgets that will be necessary to promote attainment of a

.particular set of objectives. ,

Process evaluation provides continuing, periodic feedback to program
managers on how the project is progressing' once it has been initiated. The
objective of process evaluation lb to detect -fefects in the design or its imple-
mentation and to monitor the various aspects of the project so that potential

___--groblems or:sources of failure can be identified and remedied. As in forma-
tive evaluation, the process evaluator collects information Oquently and
reports it to the program manager as often as necessary to keep the project

;., progressing

l

as, planned..,.
iStufflebeam (90) vggests tlyollowing questions to be addressed, by

i : __process evaluation:-
4 , --e- ,

I 1. Is the project on sch Jule?

2. Should the staff be retrained or reoriented prior to completiOn,of the`
presenvproject cycle?

r
3. Are the-facilities and materials being used adequately and appro-

priately?
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4. What _major .procedural barriers need to be overcome during the
---Present cycle?
In addition to providing feedback for ongoing program improvement,
process evaluation yields a record or diary of the project which itself can
prove valuable once the project has been completed.

Finally, product (or outcome) evaluation measures and ,interprets attain-
ments at the end of a program and Lki appropriate cut-off pOiliTs.:Within it.

Product evaluation includes: 1) identifying congruenciCs and discrepancies
between the intended objectives and actual_attainments; 2) identifying
unintended results, desirable or otherwise; 3) providing for objectives that
have not been met by recycling the program; and 4) providing information
for decision makers regarding the future of the programwhether it should
be continued, terminated, modified, or refocused.

Despite the labyrinthian intricacy of the model and the perhaps needlessly
complex terminology, the CIPP model_has-been-used extensively to guide
program evaluations throughout the field of education (18, 28, 39). It was one
.of the first full-scale models that directed attention to the information needs
of decision makers. The CIPP model made evaluators aware of both the va-
ritty and range of evaluative information that is necessarily a part of the dif- A
ferent types of decisions that have to be made in education and the different
settings in which those decisions have to be made.

In later works, Stufflebeam (88, 89) distinguished- between_evaluationfOr
decision making and evaluation for accountability.Evaluation conducted for
thp purpose of decision making is proactivesimilar in concept andpractice
to formative evaluation. Evaluation for the purpose of accountability is
retroactive in nature and serves a siummative role. Actually, all four types of
evaluations context, input, process, and productcan be considered
forinati.ve when they provide information for program improvement and
summative when they provide information for decisions regarding ae-
program's future.

Dressell (21) illustrates this quartet within the context of the four cor-
. responding parts of an educationalprograminput, en .:.onment, process,

_____andsclutput. Context evaluation contributes to decisions regirding the envi-
ronment, but it is also concerned with the interrelations of all of the program
parts. Input evaluation is concerned with clarifying goals AO assessing the
use of resources. Process evaluation corresponds IQ the process elements,

,,analyzed in terms of their contribution to the attainment of objectives.
Output evaluation determines the discrepancy between intent and reality
and analyzes the factors contributing to the differences.

Although Guba and Stufflebeam do not provide a set of designs to accom-
pany the four types of evaluation their model accommodates, they do offer a
checklist of procedures for developing a design applicable to any of the four

if types. The checklist consists of six major steps: 1) focusing the evaluation,
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which means identifying and defining the cjecisiln situations or the goals of
the evaluation, the setting withiipvhien it is to be conducted, and the
Policies within which it is operate; 2) planning the data collection; 3) plan-

, ning the organization of-the data; 4) planning the data analysis; 5)specifying
audiences, foTiatg, means, and schedules for reporting the findings; and 6)
administrating the evaluation, or providing-an overall plan forhe.cuting the
evallation design. Dresser(21) offers a more comprehensive and useful
checklist for planning an evaluation.*

A. What is the purpose and background.of the evaluation?

B.

1. What inputs, environmental factors, processes, or outcomes are to be
evaluated?

2. What are the critical points at which will be required for de-
.

cisions?

3. What rules, procedures, assumptions, and principles:are involved in
the decisiips? 4, .

4. Who will make decisions and what is the process by whieh these will
be made?

5. Doss the-overall situation suggest, require, or prohibit certain factics
and strategies?

6: What timing considerations are involved?

7. What are the imitations on costs?

8. What are the specific evaluation tasks?

What information is to be collected?

1. Are the particular items unambiguously defined and collectible by ob-
jective and reliable means?

2. From where or from whom is the evidence to be collected?

it, By whom is it to be collected?

4. What inWuments or procedures are to be used?

5. Will the collection of evidence in itself seriously affect the h`-..put, envi-

ronment, process, or outcomes?

6. Will the collection of evidence becom a regular part of the proCess,
or is it an add-on for a one-time evaluation

7. What is the schedule for collection of information?

*Paul L. Dres le!, Handbook of Academic Evaluation. 01976, pp. 23-25. Reprinted by permission of loser.
&is. Inc., San Francisco, Calif.
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C: 'What procedures will be used for organizing and analyzing data?

1. In'what form is infcirmation to be collected?

2. Will-codilig be reqUired? If subjective judgments will be,required in
coding, are the criteria for these adequate? Who will do the coding?

- 3. How will the data be stored, retrieved, and processed?

4: What analyticprocedures are to be used?

D. Is the reporting procedure clear?

.1, Who will receive reports!?
.71

2: ,Will reports be'organized by analytic procedures, by type of data, or
by decisi6ns to be made?

3. Will reports 'include the practiCal implications regarding the various
.possible decisions to be made or leave these implications for the
project sttiff.or administrators to ascertain?

. -

4. Is the evaluator to state explicitly the particular dediSionS which he
believes are supported by the evidence?

5. When and in what detail are reports to be made?

E. How is the evaluation to be evaluated?

'Who will tie involvedprojectstaffi-the evaluator, decision-makers;
'some presumably more objective individual?

2. What the criteria used in this second-levelevaluation becosts,
program' improvement, impact on further planning of related enter-

, prises?

3. To whom and when is this report to be presented?

4. What decisions are to be anticipated as a result of the report? Will
they include improvement of evaluation processes in the future?

It should be noted that Dressel suggests an additional step not included by
Guba and Stufilebeam-Tan eyaluation of the evaluationasserting that
evaluators must assume at least partial responsibility for unsuccessful
evaluations. T,his point will be discussed further in the Concluding section of
this monograph. ;-

TheSSE Model.

The final model that we will discuss is the decision-oriented' model
developed at UCLA's Center for the Study of Evaluation (CSE) and
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described by its former.director Marvin Alkin. The foundation for tharicciel
is Alkin's (2) definition of evaluation:

Evaluation is the process of ascertaining the decision areas of concern, se-
lectinappropriate information, and collecting and analyzing informaiiomin
order to report summary data useful to decision-makers in selecting among

r alternatives.

Because the definition, as well as the assumptions on which it is based, are
closely tied to the decision-making process, evaluations are classified ac-
cording to five decision categories and the kinds of information required for
making the decisions. Alkin refers to these as evaluation need areas.

The first need area is called systems assessment and refers to evaluations
that are necessary, to provide information about the current status of the
system. The difference between what is and what is desired represents a
need: and results in a statement of objectives written in terms of desired
program outcomes. The second area, prograin planning, refers to informa-
tion that will help the decision maker select a particular program that is
likely to be effective in meeting the specified needs identified in the first
stage. The function of the evaluator is to provide information concerning the
potential effectiveness of different courses of action so that decision makers
can choose the best from among the alternatives presented.

Once the program has been selected (or designed), an evaluation of
program implementation provides information concerning the extent to
which the program is being carried out in the way it was intended and in-_
formation showing whether or not it is being provided to the group for which
it was intended in the program plan. Program improvement, a fourth need
area similar to formative evaluation, requires evaluative information con-
cerning the manner in which the program is functioningthe attainment of
en route objectives, the presence of unanticipated outcomes, and the rela-
tive success of the different_parts.of-the program. Information collected in
this stage should include data on the extent to which the program is achiev-
ing its intended objectives and information concerning the impact of the
program on other processes and programs.

The fifth and final area of the CSE model is program certification. Similar
in concept to summative evaluation, the evaluathr's function is to provide
information concerning.the worth of the overall program, again in terms of
.both the extent to which the objectives have been attained and the program's
impact on the outcomes of other programs. The information collected by the
evaluator at this stage should enable the decision maker to make decisions
regarding the future of the program. As in the CIPP model, the decision
maker has four choices: to retain the program as is, modify it, disseminate it
or terminate it.

Stages two through five are similar to the first four stages of the Dis-
crepancy Model, and the first two and the fifth stages are similar to the tIPP

2328



model's context, input, and product evaluations. Process, as defined in the

CIPP model, has been separated into program implementation and program'
improvement, and as far as Alkin is concerned, cost-benefit analysis,,,:the
fourth stage of-the Discrepancy Model, is assumed to be part of every stage

in his model.
The advantage of the CSE Model is that it is applicable to the evaluation of

*both discrete, definable instructional programs and broad-scale educational
systems. In fact, Alkin argues that evaluations at the macro level of large
educational systems require total examination beyond determining the
event to which program objectives have been achieved. For large-scale
evaluations, the examination must include inputs, descriptions of alternative
processes used within the sys' m, descriptions of the input-output relation-

, ship and data on r. ,anticipated outcomes or consequences in addition to data

on the achievement of intended or desired objectives. Unfortunately,
,Alkin's advice has not often been heeded.

Some New Approaches

Although not exactly models in the strictest sense of the word, the Modus
Operandi Method and the Adversary Approach to evaluation must be men-
tioned, even if briefly, since they will both no doubt receive greater attention
in the near future.

The Modus Operandi (MO) Method is suggested by Scriven (74) as an al-

ternative when experimental-orquasi-experimental designs cannot be used.
The theoretical base of the MO method, which derives from procedures em-
ployed by historians, detectives, anthropologists, and engineering "trou-
bleshooters," is really quite simple. A program is investigated to see if it was
the cause of a certain set of effects. As Scriven explains, "the MO of a
particular cause is an associated, configuration of events, processes, or
properties, usually in time sequences, N,hich can often be described as the
-characteristic causal chain (or certain distinctive features of this chain) con-
necting the cause with the effect."

Certain effects are assume,c1 to be caused by One or more factors, Which
Scriven calls a "quasi-exhaustive causal list." The presence of each of these
factors is checked, and if only Ae is present, the investigator checks for a
"causal chain"the configuration of characteristic events, processes, or
properties that may connect the cause with the effect. If one causal chain is

present, that chain (not the butler) is the cause. If more than one complete
chain is present, the possible causes associated with it are considered co-
causes.

Althonh Scriven suggests using the MO method in situations where
classical design cannot be used, he also argues that even in experimental
studies some attention should be given to the questions implicit in the MO
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approach: "What-are the means whereby the-putative cause is supposed to
be bringing about the effect? What are the links in the causal chain between
them? Can we look for these links or arrange that they will be easy to look
for? Can we use _their occurrence to- distinguish between the alternative
causal hypotheses? How ?"

The MO method is still in a theoretical stage and has not been tested in
actual evaluation practice. However, it offers evaluators a logical alternative
to employ in appropriate situations, and in line with Scriven's other
contributions, could ultimately prove useful.

The Adversary Approach offers less promise, at least according to some
who have used it in practicefor example, Popham and Carlson (62). First

..,suggested-by Guba (33), the Adversary Model derives its origins from the
legal model of advocate/adversary conflict, and confrontation and third-
party-resolution. Although there are several variations in the actual way it is
applied to eyaluation (and the reader is urged to consult the several descrip-
tioA of the approach),5 Adversarial Evaluation basically- involves two
'separate' evaluation teams (or individuals)one chosen to represent the
program in question and gather evidence in its favor; the other to represent a
competing program, or, in the absence of a competing program, to gat -her
evidence and present a case against the program. The results of the two
evaluations are presented either iibwritten reports or in a traditional debate
setting, with the decision makers rendering the final verdict:

In theory, the Adversary Model seems to be an ideal way in which to be
assured of a truly objective evaluation, and its. champions extoll this virtue.
But, according to Popham and Carlson (62), the model,has several serious
defects: it is dependent upon the two competing evaluation teams having
equal skills and on the commitment and fairness of the "judges;" there is no
adversary, court of appealsto which an improper ruling can be protested; it is
expensive; and lastly, most educational decisions are not amenable to the bi-
nary choice of a winner/loser prgo/no-go adversary contest. Educational de-

r cision makers need many, more options concerning the future of a program
than just those of maintenance or termination. The ultimate fate of the Ad-
versary Model will have to await more reports of its use in actual evalua-
tions. Perhaps when guidelines for its use are refined, some of the
deficienciei encountered by Popham and Carlson will be remedied.

t

Citations

Countenance ModelStake (83)
Differential Eyaluation ModelTripodi, Fellin, and Epstein (94),
Priority Decision ModelBoyle (9)
Trade-off and Cinnparative Cost ModelGlass (30)

sSee Guttentag, M. (38); Kourilsky, M. (46); Levine, M. (47); Owens, T. (56); Wolf, R. L. (109); and Wolf,
Potter and Baxter (110).
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Systems Approach MakiYost and Monnin (112)
< Cost Utility-Model (Costa, 1973)

Ontological ModelsPeper (58)
Synergistic ModelsHunter and Schooley (43)
Ethnographic ModelsDobbert and Dobbert (20), Wilsonetal. (108)

EVALUATION DESIGNS

The evaluation models described in the previous section represent the major
paradigms of educational program evaluation; they have been used to guide

many evaluations and they have influenced the thinking of many practicing
evaluators. Models provide a brad base for designing evaluation activities
-by'offering-a framework and conceptualization that guides both the foals of
the evaluator and the orientation of the evaluation. But models do, not
provide strategies for implementation. "Although models may help the
evaluator isolate the types, of decisions. to be made, they do not proyide
procedural guidelines regarding how those decisions should be made." (60)
Guidelines are provided by the design, which establishes the conditions and
procedures for collecting the data required to answer the questions of
concern. The design must be related to the type of program or service being

" evaluated; that is, the selection of a particu;ar design is guided by the deci-
sions that will have to be made as a consequence of the data. In turn, the
adequacy of a particular design can be determined by the extent to which the
results maybe interpreted and the questions apswered. In most cases,
evaluation designs have been borroWed-from restarch.

For example, Campbell and Stanley (12) distinguish between three types
of- research designs commonly used in evaluationpre-experimental, ex-
perimental, and quasi-experimental--evaluating a number of specific
designs in each category according to their ability to withstand' threats fo

their validity. That is, the criterion differentiating the three groups of
designs, as well as the quality of the designs within each group, is the extent

to which the design protects against the effects of extraneous or nonprogram
variables, thus legitimizing the results that are attributable to the program.
More specifically, the criterion is the extent to which the design protects
against eight threats to internal validity6eight kinds of variables, ex-
traneous to the program, that if not controlled, will affect the outcomes of

'Campbell and Stanley also describe threats to external validity that jeopardize the generalizability of the

findings. Although some writers argue that generalizability is (or should be) an important copsidemtion in

program evaluation, moskothers feel as we do, thatgeneralizability is not a major concern ih most educa-

tional program evaluamms. For a descnption of threats to external validity, the reader is referred to Camp-

.* bell and Stanley (12).
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the program and thus the accuracy of the interpretations that can be made of
the data.

Theeight threats to internal validity are as follows:

History: Outside events, such as changes in factors like the job market,
the economy, or television programming, can affect the subjects of a
program and thus the program results. Outside-events are likely to occur
whenahe program being evaluated extends over a long period of time.

Maturation: Processes within respondents, such as fatigue or growth,
produce change as a function of thepassage of time. Natural growth alone
may sometimes be responsible for changes that are observed in a program
evaluation. Weiss (99) describes the problems confronted in evaluations of
delinquebcy prevention programs that do not have control groups. Be-
cause ybung males. generally become less. likely ,to commit crimes and
more likely to hold jobs.around-the age of 17 or 18, when such results ap-
pear in program evaluations, they cannot be attributed to the prevention
program unless a control group has been'incorporated in the design.
testing: The effect of a test on the scores of a second test,, as in the
pret'est-posttest design, prevents a true determination of the program
results.

Instrumentation: Changes ih the instruments themselves, in calibration or
difficulty level, or changes_in the observers or scorers used affect the ae-
curacy of interpretations.

Selection: Biases resulting from the differential recruitment of the experi-
mental and control groups affect the accuracy of interpretations.

Statistical Regression: Nori-program. effects can appear during statistical
manipulations. When groups are selected for a study on the basis of
extremely high (or, more often, low) scores, their scores on subsequent
tests will tend to regress statisticallythat is, move back toward the mean
of the group'. The regressiOn is an artifact of the statistics and not an effect
of the program.

Selection - Maturation Interaction,. Selection biases result in differential
rates of maturation or changes as a function of time.

True experimental designs protect against all of these possible threats to
internal validity; quasi-experimental designs generally protect against most
of them. Quasi- experimental designs require the same rigor, but they are
more practical than the true experimental model in many real-world situa-
tions. Pre-experimental designs totally lack control and, according to Camp-
bell and Stanley are "of almost no scientific value." Examples of pre-experi-
mental designs are: 1) the one-group, pretest-posttest design .in which a
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single group is retested, exposed 4 a program, and then posttested; de--

'Pending upon the length of time between the pretest and posttest, the design

is open 6 the threats of history oil maturation; 2) the static -group com-

parison, inwhich a group that has received a program or service is compared

with a' group that has not a compgrison that iS suspect since the original

equivalence of the two groups is unknown; and 3) the one-shot case study in

which asingle group is studied ence.i More will be said about the limitations

of case :studies in a subsequent section of this chapter. ,

i

.

Qiiitsi-experiiinenialDesigns !
,.

.,,

Because of the difficulty of conducting true experiments in the real world of

education, quasi-experimental designs have become more widely used in

both research and evaluation projeCts in recent years, particularly as these

designs gained respect,under Canipbell and Stanley's sponSership. The

, designs described On the following pages are the more widelyinown of the

quasi-experimental group, and each claims certain -special features that

Makes it approptriate in different types of evaluation, settings. For a more

eghaustive list and description of designs, thd reader is referred to Campbell

and Stanley (12). .7 i

The Nonequivalent Control Group Design: Probably the niost4co'mmonly

used design (and also the least satisfactory) is the nonequivalent control

group design, in which control and ;.experimental groups are forthed without

benefit of random assignment. ,A comparison group of available individuals

or intact groups whose charactlrisOcs are similar-to the experimental group

are used as controls. Pretest andpdsttest measures are taken for both groups

and the results art: compared. Although obviously not as rigorous a design as

a true experimenc. in which comparison groups are based random assign,.

ment, the main issue in the nonequivalenticontrolgroup, design is one of se-

sectionidentifying the variables that were usedtoplace the participants in

,each group. The objective, of cour e, is to make th,e41,vo grotips as similar as

possible. The more similar the control group is 011ie experimental group,

the more reliable the interpretatio is that can be made of.the data. Popham

(ti0) and Weiss (99) both provide suggestions -tbn.increasing the similarity of

the two groups. Popham suggests r) viewing thelscores Of the pretestfor both

groups and selectively eliminatin the "discordant learners" from the post -

tejt analysis. Weiss proposes usin "unawares" (people who did not hear of

t e program but Might have join d if they had) and "geographical ineligi-

bles" (people with characteristics Oimilar to,the experimentaltroup who live

it-- locations that have no similar ptiogram).

The Time Series Design: The ti e series clesign involves studying the be-

havior of an individual or a g oup over time, Mthough the statistical

procedures for analyzing the dat are sometimes complex, the time series
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design has many advantages to offer. A series of measurements are taken of
the participants before, during, and after the onset of a program, with the
before measures establishing a baseline performance level against which to
measure changes. The measures are examined to determine an "effect pat-
tern" or trend to show the impact of the program over time.

The multiple time series design provides more, rigor by adding an, addi-
tional group and examining the series of measurements for both groups. If
the program evaluated has been effective, the effect pattern, for the two
groups should be markedly different. A major advantage of the time series
design is that it is a fairly powerful design, providing excelleritinformation
on the effects of aprogram even when a comparison or control group cannot
be used. Time series designs are particularly well suited for longitudirial
evaluations and social action-evaluations where the program cannot be with-
held from appropriate participants.

Experimental Designs

Although some writers acknowledge the difficulty of applying Jntrolled ex-
periments to the problems of education, an more than a few add the caveat
of "where conditions allow," experimental design is to many educators the
cornerstone of evaluationthe ideal methodology for educational program
evaluation.' Campbell and Stanley (12) state unequivocally that they are

. . .committed to the experiment: as the only means for settling disputes re-
garding educational practices, as the only way of verifying educational
improvements, and as the only way of establishing a cumulative tradition in
which improvements can be introduced without the danger of a faddish dis-
card of old wisdom in favor. of inferior novelties.

Classic experimental design incorporates two important techniques that
together rule out the possibility that something other than the prOgram
caused the observed results, and thus, they confirm the legitimacy of the in-
terpretations made from the data. These techniques are the use of control or
comparjson groups and randomization. Quite simply, this means that sam-
c
pies of the target population are randomly selected and assigned to either the
experimental group receiving the treatment (program) or the control group,
which receives a different treatment or no treatment. Members of the two
groups are posttested after the program has been completed, the differences
are compared, and the experimental program is pronounced a success if the

'See Aronson and Sherwood (4), Campbell (10), Evans (26), Glennan (32), Houston (42), Popham (60), Porter
(63); Rossi (72); Scriven (74, 76, 77), Stanley (86, 87), Welch and Walberg (102), Wholey a at. (107), and
Weiss (98, 99). Evans (26) makes a compelling argument in favor of small-scale controlled expenmentsp test
the relative effectiveness of alternative program techniques as a precursor to the introduction of massive na-
tional programs.
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experimental group has more of whatever the criterion variable is than :he

members of the control group. That the experimental group had fewer

cavities after using, Crest should by now be a familiar slogan-.

Thb essential feature in experimental designs is randomization, which

increases the probability that subjects who form the control group are
basically equivalent to those in the experimental group. In the Crest.experi-

inent, This meant that the pecole- who- formed the control" grOup and used

Brand X were, as far as the experiment was concerned, no different from the

people in the experimental group using Cresta least not until they com-

pleted the program. Controlled experiments r 'uce the possibility that

something-other than the program caused the r Its. Suppose, for example,

that subjects were not randomly assigned to the Crest and Brand X groups

and it turned out that the subjects in the Crest group lived in a community

that introduced fluoridation into the water soon after the study had begun.

'Suppose, at the same time, that the majority of Brand X subjects lived in a

community that did not have fluoridated water. Quite obviously, the in-

ference that the continued use of Crest results in fewer cavities would have

been suspect, and Arthur O'Connell would have been out of a job.

Without question, experimental design can be a powerful tool. If people

can be randomly assigned and if there are enough of them available to for.m

an experimental and a control group; if the control group will not be harmed

or deprived psychologically, socially, or financially by not receiving the

orogram or by receiving 1 placebo program; if the program is a specific,

definable-entity; and if e objectives are explicit, then an experimental

design is probably the best choice. If the evaluation proceeds smoothly and

if the instruments and measures are valid and reliable and appropriate to the

objectives, then, if the experimental group shows greater positive change'
than-the controls, we can be fairly certain that the change is due to the effect

of the program.
But programs do not exist in apolitical or ideal contexts and compromises

in design are inevitable. There are innumerable occasion's when forming con-

trol groups and randomization are difficult; there are many situations in

which it is impossible. Sometimes programs have to be offered to intact

groups, such as classrooms already formed according to school schedules.

Sometimes groups available for comparison pre too dissimilar. Greenbert

(33) and Weiss (98, 99) both comment on the Problems associated' With find-

ing truly equivalent groups or communities where randomization has been

possible and note that the alternative usually used, that of matching, is not a

satisfactory solution. For every factor on which groups are matched, there

are other equally, if not more important, variables on which they are un-

matched. It is these variables that may in fact exert more influence on the

outcomes than the variables on which the groups are supposedly matched.

In other situations, programs must be provided on a voluntary basis and

made available to all who apply. This is particularly true in the case of social
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action programs whoseprimary purpose is to shift the position of a specified
'target group relative to the rest of society. Few administrators, or program
evaluators for that matter, woulebe willing to deprive people of programs
that would be of benefit to them_As,Suchman:(92) continents, it is difficult

---both-to-refuse service to those, who seek it and to force it upon those who
&if t vant it. -

But, even when control sroups are feasible, there are a number ofyrob-
lems.that interfere with the operations of an experimental design. First, ex-
perimental designs are particularly vulnerable to "Hawthorne effects.':*
Regardless of randomization, the results of a .program can become
crintatriittated if either the experimental or the control group find out that
they are participating in a "study" and become aware of their special status.
Experimental participants may try harder while their control group counT
terparts, may become arnioyed or angry at being rejected by the program.
The, change in their actions or attitudes will affect the outcomes of the
progrann:In addition, it is difficult to maintain contact with controls whoare
not receiving an alternative or placebo program.

An added problem concerns contamination of the control group. Mann
(51) observed that in an organizational setting, innovations sometime
"spread like a disease" to control groupsRossi (72),notes in addition that a

`changing economic or political climate can make available,to the controls
programs or services that are essentially equivalent in many respects to the
program or services being evaluated. It is far easier to implement a rigid
evaluation in programs operating in highly centralized organizations such as
prisons, hospitals, or-boarding schools in Which the organization maintains
strict control over its members and the evaluator can thus maintain strict
control over thedesign.

Still, as Weiss (99) clearly points out, ingenious adaptations can be matte
to alleviate, and in many cases eliminate, most of the problems that beset ex-

,perimental design. Scriven (76) suggests the use of multiple experimental
groups to separate Hawthorne effects from those of the programs. Weiss and
others (12, 24. 44, "§O) suggest the time series design in which the treatment
group becomes its own control through repeated measures of outcome vari-
ables or in which two different programs are compared and the treatment
group of one program set yes as the control group for the other and vice
versa. ROssi (72) propOses a two-stage evaluatior. consisting of a.reconnai-
sanee phase in which non-experimental designs are used to screen out pro-
grams that should (and can) by investigated further 4nd an experimental
false in which powerful controlled experiments are used tto evaluate the dif-
ferential effectiveness of a variety of programs that demonstrated sizable ef-

*The term refers to a series of studies made at the Hawthorne Works of the Western Electric Company
Ntween 1927 and 1932. Researchers found that workers increased production whenever they became the
subject of attention in a stud', The "Hawthorne effect" has subsequently been found in many research and
evaluation situations where experimental designs have been used.

31



fects in the Orst_phase. _
The experiAlental model has been challenged not only because of the

inherent difficulties inusing such designs but also because in many instances

experimental designs are counter-productive to the needs and goals of the

evaluation. As we pointed out earlier, the design must be suited to the pur-

poses of the evaluation. If the purpose of an evaluation is to find out how

well a particular program achieved its goals, an experimental design is ideal.

If decision makers ate concerned with program implementation, participant

satisfaction, or information for program improvement, other designs are far

more appropriate. In these examples, experimental design wou'..1 be inade-

quate for the task.
The many limitations of experimental design, particularly those which

focus on the extent Oa which a program has achieved its objectives, are well

documented and will not be reiterated here. For more detailed discussions,

the reader is referred to Borich and Drezek (8); Guba (34); Riecken (66);

Rose and Nyre (71); Stake (84); and Wergin (103).
Most studies carried out under experimental, conditions fail to assess the

impact of the program operating within functioning institutional or organiza-

tional systems. Thefocus on objectives limits the evaluator's understanding

of the program and, despite Scriven's exhortations, attention is seldom paid

to the merit of the goals established for the program or to unanticipated out-

comes that may have far more important consequences than the goals origi-

nally inteniied. An obvious example is a math program that significantly
improves children's understanding of mathematics but results also in their

hating math! Experimental designs do not take into account changes in goals

(or procedures) that frequently take place once a program is underway, and

they cannot provide the immediate formative feedback that programs often

need in order to identify and correct snags in their early stages of imple:-

mentation.
House (41) offers_an interesting analysis of the problem, arguing that the

classical approach to program evaluation, in which learner performance is

measured on standardized tests of achievement (which implies that the

'larger the gain, the better the program), is based on utilitarian ethics.1.1tili-

tarian ethics stipulate that a society is just when its institutions are arranged

so as to achieve the greatest' net balance of satisfaction as summed over all

individuals. The principle of utility is to maximize the net balance of satiSfac-

don. Thus, a common measure or index of the criterion is required so that

quantitative calculations can be made. In education, that measure is the
standardized test, and in the classic evaluation approach, the best educa-

tional programs are those which produce the greatest gaini in test scores

regardless of the disuibution of those scores. Only the final, net score
counts, and, since it is averaged across all individuals, one person's loss is

balanced by another person's gain. The real effect of the program on, dif-

ferent subsets of individuals is masked.
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Most experimental designs that have been used in educational evaluation
-fail to 'consider the manner in which the prtigrarn was-implemented or the

configuration of people, events, processes and practices, values and at-
titudes that surround the program, affecting the environment in which it

*.ktoperates- nd thus, at least presumably, its outcomes. it is not enough to
document,hat a program Tailed to wor,t. It is essential to identify the
proccssesk,./id other variables that combined tO defeat it. Particularly in the
case of large social action programs, but even with small -scale educational
programs; the investigation of negative effects is an important issue. The ca-
pacity of communities, organizations, institutions (and people!) to resist
change must be investigated sand the factors that defeated a program
identified so that they can be used'as a baie,tor the design of a.prograrwthat
is more likely to be effective. ..

Conversely, it is not enough to document that a program achieved its goals
and the extent that it did'so. Equally important as the attainment of goalsris
the concern with why the results occurred, what processes intervened
between input and outcome, how the program actually operated, what non-
program events may have affected participation, and what implications and
guidelines can be derived from the evaluation for program improvenient and
replication. Experimental design alone cannot provide this ,essential in-

? ..
"formation. ,.

Weiss and Rein (101) point out that in broad-aim programs, different ap-
proaches are often used at the local level so that the, programs in effect differ
f rom community to community. A description of the different forms and ap-
proaches as well as the forces that shaped each would be important informa-
tion that cannot be obtained through traditional experimental evaluation.

Stufilebeam (89) contends that experimental designs are only appropriate
in product evaluations and, thus, are of minor relevance to educational
evaluation. Guba (34) goes further, stating that experimental design actually
"prevents rather than promotes changes" because the programs cannot be
altered ifthe data and interpretations about the differences between them
are to be unequivocal.

The same criticisms and shortcomings can be leveled against quasi-experi-
mental designs in which the usual thrust of the study is also the degree_to
which desired goals have been attained. No matter how effective and useful
they are in some situations, again, little attention is paid to how the program
adeveloped, what unanticipated consequences occurred, what variations
exist among the program's component parts or units, what outside events af-
fected either programming or participants, or to the adequacy of the program
operation and the capability of the staff. As Stake (83) suggests, most
classical designs were developed as a means of examining "minute details";
they were not developed for portraying the "whole cloth of the program".
The point is, evaluation designs must accommodate the characteristics and
informational needs of the program, not the other way around.
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Pri3cesi Evaluationthe Other Extreine

Unfortunately, the very real problems with experimental designs and the

deficiencies of quantitatively oriented evaluations that reached their height
in the era of accountability precipitated a reactionary movement to the other
extremean equally deficient process-oriented approach, alternately refer-

red to in the literature as transaction-observation, process-oriented, qualita-

tive, or illuminative pvaluation.s These approaches, which derive primarily
from Stake's, countenance model and his later "responsive" evaluation,

'focus almost exclusively on the environment or "milieu," eschewing quanti-
tative output measures, and are preoccupied with program process.9,Nonex-
,.perimental designs (pre-experimental in Campbell and Stanley's terms),
Which were previously considered to be of little or no value to educational
evaluationat most, a last resorthave suddenly come to be the method of
choice (49, 57, 79, 82). Most popular is the case study, in which the evalua-
tors "observe, inquire further and then seek to explain" (57). The data base
relies heavily on interviews and observations, often informal. The evaluator
documents and describes what it is like to_particiPate in the program, how

participants feel about the program and the staff, how the staff feels about
the program and the participants, and what both parties believe to be the
significant features of the program. Surrounding elements of the organiza-
tion and environment are-investigated and, their relationship to the program
is explored. Anecdotes are collected and program documents are reviewed:
But the whole issue of program outcomesthe consequenceg of a
programis totally ignored.

A goal-attainment model that excludes process data can only address the
issue of what has happened. .1;t cannot respond to the broader quesiton of
what was responsible for which outcome: Even more important, it cannot
provide information for program improvement and development. The
process-focused approach, whichexcludes outcome data, cannot deal with

either question.
In their extensive critical review of federally-sponsored evaluations,

Bernstein.and Freeman (6) comment pn a study whose data analysis tech-
niques included reviews of narrative descriptive reports and impressionistic
summaries obtained by means of the case -study approach as follOws:

'Although Parlett and Hamilton have popularized the term illuminative evaluation, credit for coining the

phrase and suggesting the methodology and issues Aconcern belongs to Martin Trovi, AO spoke of the

need for illuminative evaluation in 1970.
'Process as used here is a broader concept than the traditional one where p4otess evaluation means to de-

termine whether or not a particular program was implemehted according to its plan and directed at the appro:

priate specified target population. As used here, program process refers to the resources and forces exteroal

to the program that may affect its operationsand includes, in addition to the above. an investigation of other

programs and components within the institution and the needs, resources, and attitudes of the larger com-

munity.
0
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. .
We cannot avoid noting that this study indicated .:.'that no measures of
outcome were taken at all. Barrih some very unusual circumstances, we
would conclude that this study is illustrative of an evaluatidn which did not
meet-the bask requirements necessary to be classified as competent evalua-
tion.

Sadly; this approach is.particularly appealing to the fainthearted. Because
it typically eschews making jpdgments about the worth of a program
(probably a wise decision in view of its lack of rigor), this approach is ob-
viously ,tempting for those who wish to Aypid, the risk of finding their pro-
gramseimPsotentAlllhey have to do is ask participants how they felt abouta
program, chronicle how the administrators and the staff felt, describe the in-
stitutio and the program, write up an interesting narrative report, and
nore the fact, that ko matter how richly evocative or interesting the report,
the findings ma- Nell be distorted and untrustworthy.

Using somewhat different terms, Scriven (76) differentiates,between ap-
proaches to educational evalualon in which the emphasis is on intrinsic cri-
teria and aeproaches in which the chief attention is given-to extrinsic cri-
teria. Intrinsic criteria refer to the constitution, nature or essencethe
qualities inherent in the subject cf evaluationand are associated with its
process. Extrinsic criteria are concerned with the effects of the program.
Both Scriven and Popham (60) argue that the emphasis on intrinsic criteria iS
all too common in educational evaluation, and that most such studies are too
hanhanrd to be properly considered,systematie evaluations.

Case study evaluations are seriously defective in a number-of ways. At
best,-they are vidnerable to the threats of history, maturation, selection, and
mortality. Because there is no design directing the data collection or
guidelines that establish parameters, case studies accumulate a huge bulk of
data, much of which is`- .relevant and all of which is difficult to organize (101,
103). And, of course, there ale no baseline measurements with which to de-
termine change or growth. But far more serious are the problems of bias and
subjectivity that are endemic to the case-study appioach.

Case studies, operate within relativeiy small units of analysis, and assess-
ing a program by judgingonly a few units exposes the study immediately to
sampling bias. There is great variation in the yeports provided by inter-
viewees becauSe of their biases, and this phenomenon is not eliminated by
"triangulation." A key concept in many case study methodologies, triangu-
lation is a term borrowed from Webb et al. (97) that refers to viewing the
problem from a number of angles and representing the perceptions of the
program by its different publics to ensure a fair evaluation. Areas of
agreement and conflict are identified and defined as the evaluator attempts to
find convergence of )endings from a number of-different sources (57). The
problem is that the perspective of a giyen 'public" depends entirely upon
which members of that public are interviewed and what they are willing to
tell. There may well be, in fact, several different perspectives within a
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particular public, and unlest the interviewees are selected randomly, thel1.

Story they tell may well represent the biased view of/only a few members or

at.most one faction of the group. Riecker(66) attacks not only the sampling

-bias in case studies, but also the lack ofomparability between subjects'

reports, which severely limits statements of the extent to which particular

effects were produced, _
Case study process evaluations will always be vulnerable to charges of

iias either on the part of the participants or the evaluator. Luce° (48) goes so

-far as to question the "political underpinnings" of evaluations in which em-

phasis is placed on program operations and process. In order to bring a sem-

blance of quality control to a case study, the investigator must be

conscientious, skilled, insightful, and objective. But, even where evaluators

ary- paragons of brilliance, objectivity, and virtue, their observations are still

'made from their personal frame ofreference, and subjective bias is impossi-

ble to avoid.
House (41) and Stake (82) both attempt to justify the subjective nature of

case study evaluations by comparing the procedures to those of an 'anthro-

pologist or historian. An anthropologist observes a tribe or village in order to

describe its culture, the roles and relationships of the members, and the way

in which it functions. Historians describe events in order`to identify paterns

and causal relationships between events. But anthropologists and historians

are interested in describing and interpreting only; they do not make judg-

ments nor do they need to make decisions. In education, we need to make

` decisions, and evalualipn increases the rationality of these decisioni.
Evaluation always has aheavify subjective component because it deals with

values; but that does not in itself excuse slovenly design or statistical

analysis (21). The intent should always be to move as far as possible toward-

objectivity and clarity. Illumination is not evaluation.
Still, there are some situations in which the evaluator simply must use

limited methodological tools. Certainly it is better to know how faculty and

studentsor any subjects of a program for that matter, behave.-while they are

under observation than to know nothing at all about how they behave. Weiss

and Rein (01) suggest that informal approaches usually associated with ex-

ploratory research, such as the case study, may be appropriate where the

relative cintributions of various components of a large-scale program are

difficult to determine because of the participants' uncontrolled exposure to

the program or where it is difficult to select and operationalize evaluative cri-

teria that are sufficiently broad in scope to reflect the pr'ogram's full range of

consequences. They also suggest that qualit?tive appraisals by means of

case study can be used to describe the variations in social action' programs

from community to pommunity in combination with an assessmentof overall

program outcomes through experimental design.
In these situations, observational techniques and interviewing can provide

useful (and rapid) additional feedback. And, as an exploratory analysis,
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case-study data mayiprovide the evnluator with suggestive leads concerning
significant variables that can subsequently bestudied' more rigorously with
an experimental design (103). Mannfl52) is less sanguine, hoiiever, suggest-
ing that these leads may ix suspect in light of the tremendous bias implicit in
.the case-study approaCh.

AS -$ith experiiitental,design, of course, the prOcess-oriented Vase-study
aPproachi has its own band of loyal 'followers for whom case study is the
methOd; enabling the evaluator to understand the whole of a program
through And vicarious experience. And without question, it is im-

f portant:to understand the "whole" of the program including the dif-
ferences in periPeetives:betweenprogram planners and,prograntoperators,.
.diffe'Tences in values and.perspectives of different audiences, ways in which
the program operatbs,/ and other programs, people, events, or combinations
thereof that mayinfiuence the prograni under analysis. Understanding what
happens with 'respect to tke political and social forces involved is essential if

1, a program is to address th issues or problems effectively. Few professionals
would deny that ar nderstanding of process is important. One has only to
look at the legal pry sion,.where the integrity of the-process by which one
is brought to trial dikviaLes the outcome. But, as Weiss (99) argues, critical as
it id' learn More about the, process and dynamics of a program, it ig
,nevertheless equally critical to determine its outcomes.

Identifying the outcomes of a program is only part of an evaluator's task.
Unless an evaluation describes the actual program and the procedures and
processes that brought about the outcomes, it is,Presenting a half-told story.

But, understanding the process without defining the outcomes is also an
unfinished story: A recent "human" iliteieSt story reported in the Los;
Angeles Times (Monday, July 4, 1977) provides an amusing illustration of a
process-dnly orientation. The story was about an operation to reset an
elephant's broken leg in New Delhi. "The operation was successful; the
operated limb was corrected," claimed the team of veterinarians. And they
went on to describe how an army tank crane, 12-inch steel pins, welding
equipment, yards of plaster of paris and gallons ofantibiotics were used in
the surgery., The fact that the elephant died of heart failure caused by
nervousness and excitement during attempts to get her on her feet during
postoperative procedures did not stop the veterinarians from stressing the
success of the surgery and was only peripherally noted. The story headline
read "Operation Success but Elephant Dies"!

Clearly, both the process-pnly and the outcome-only approaches are
inadequate for the evaluation of educational and social programs. What is
needed is a methodology that combines rigorous experimental data with "a
natural history account of events and actors before, during and after
program implementation" (5). Integrated evaluation approaches such as the
Ones described in the next chapter may well provide the answer.
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INTEGRATED APPROACHES TO
PROGRAM EVALUATION

The concept of integrated evaluation is not new. As far back is 1963, Cron-
bach stressed the need for evaluating the interactive events or "process" of
the classroom inaddition to the learning outcomes. Scriven (76), too, offered

what he called mediated evaluations, which combined attention to both in-
trinsic and extrinsic criteria. Suchrnan (92) proposed four different kinds of
evaluation: evaluation -of -effort, or the amount of action involved in es-
tablishing a program; evaluation of effects, or the results of the action;
evaluation of process, the way in which the effects were achieved; and:,

evaluation of efficiency, the ratio of costs to effects. And, in Stake's
Countenance Model described earlier, transactions are equivalent to
process.

An integrated evaluation approach is a hybrid of the two polar positions
described .in the last chapter, one that combines the study of program
process with the study of outcomes. In this section, we will focus on two
examples of integrated approachesholistic evaluation and transactional
evaluation. Brief descriptions of these programs will be followed by exam-
ples of actual evaluations in which these, approaches were used.

Holistic Evaluation

Holistic evaluation is an integrated, multidisciplinary approach to program
evaluation that investigates both process and product (45, 71$. By broaden-

ing the paradigm, holistic evaluation enlarges the scope of questions that can

be asked and the body of data that can be collected. It includes descriptions
and quantification, objective data and perceptual reports, and can accom-
modate experimental designs as well as case studies. Named to convey its

sense of comprehensivenessnot its "holiness" holistic evaluation Tests
on six basic assumptions:

1. Programs do not exist in isolation. Educational and social programs are
but one component within a broad system or organization in which

program activities are carried but.

2. As such, programs receive influences from various people and groups
with differing needs, interests, and points of view.

3. Educational and social programs have different meanings and different

implications for these different groups.

4. The evaluation of these programs involves gathering information useful

to the disparate groups of decision makers with direct input into the
program as well as groups which may not be directly involved in the
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: program bu:whose decisions may nevertheless affect it.

5: Procedures for,carrying out the evaluation must be appropriate to the
Prog,raniand'seiected to proyide the kinds of information that are re-
quired, by the different groups dtdecision makers. (In other words, the
decision -needs dictate the methodology of the evaluation.). .

----6-.7Most decisions, by their nature, require information about both
' -program:process and prograni outcomes.

olistie _evaluations are thus concerned with four major areas: 1) the
social - psychological environment in which the program operates; 2) at-
titudes, values, interests, and perceptions of participants and:surrounding
groupst3j- program and participant outcomes; and 4) the interaction of the
Various eleMent& comprising the system that may affect the operation of the
prograeand thus its outcomes.

Holiistie evaluation is not'a model in the strict sense o? the _word. It is a
conceptual framework with certain defined strategies from which program-
specific (and site-specific) procedures can be derived for either formative or
summative evaluations. Holistic evaluation has been used to evaluate four
federally funded programs in vocational education (45); a multi-campus
instructional development program for faculty (70); a statewide program
operating in three public segments of postsecondary education (69); a cur-
ricular, program at a professional school (55); and a statewide program for
disadvantaged students (27). The last two evaluations will be described in
depth in the section of case studies to illustrate the holistic approach,

Transactional Evaluation

Transactional evaluation is a term usually credited to Robert M. Rippey. Ac-
cording to Rippey (67), the actual meaning of the term is still emerging; it is
not yet fully developed. A synthesis of the writings of several transactional
evaluators, however, shows that transactional evaluation has certain at-
tributes that distinguish it from so-called traditional approaches to evalua-
tion.0

To begin witti, transactional evaluation emphasizes a broad base of par-
ticipation. It involves not only the designers and supporters of a program,
but also a representative sample of antagonistspersons who are likely to
be affected* adversely by the program or disturbed by the consequences of
change. Secondly, transactional evaluation stresses the value of conflictand

uses it.as a basis for examining differences in perception among the various
groups; In transactional evaluation, the key is not consensus, but an ex-;

inhe reader is referred to Rhine's (65) case study of the longitudinal evaluation of Follow Through, which

provides a good example of the distinguishing characteristics of transactional evaluation,
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ploration of the divergent views which result from different perceptions and
- an-examination of their implications for decision making. All new programs

Create some dysfunction_ in existing- school/community relationships. In
tranOc.tioilareQuation, changes resulting from the creation or addition of a
program arecontinuoUsly observed and resulting conflicts are brought ,to the

surface.
A third<part of transactional evaluation is the Transactional Evaluation

Instruniedboth a product and a process that permits protagonists and an-
tagonists to clarify their perceptions and uncover sources of conflict or per-
ceptions of conflicts that were submerged;

Finally, transactional evaluation differs from traditional approaches in the
emphasis it places on diagnosis and improvement rather than on establishing
the superiority of one program or method over another. Although, again,
there is some disagreement among writers, Scriven insists upon the im-
portanceof designing evaluations as comparative experiments on the ground
that judgments of worth are comparative (31, 76). Transactional evaluation
is not-concerned with comparative worth; it is concerned with social and
organizational relationships. According to Rippey (67), the key to the
transactional model's effectiveness "is the continuous evaluation by both

Trotagenists.:and,antag,onists, of hoth, the.expected and unexpected ,conse-
quences of change" in order to modify and improve the program.

Grounded in organizational theory, the function most suitable to transpc-
tional,evaluation seems to be the evaluation of institutional change projects.
As Rippey acknowledges, transactional evaluation is based on "a study of
internal conflict concomitant to change." Rippey includes transactional
evaluation as an essential step in a change strategy which proceeds first to
establish disequilibrium; increase differentiation; begin change oa'a small
scale under the best possible conditions (which Rippeylater explains as firsf
working only with those who support the change) , improve the climate and
organisational mechanism for change; and lastly, Implement all- new pro-
grams as temporary, small scale, pilot experiments so that the effects can be
'Studied without undo disruption to the entire social organization. Transac-
tional evaluation requires that protagonists and antagonists jointly establish
the criteria for assessing and measuring both the planned and unplanned out-
comes.

transactional evaluation consists of two main stages. In the first stage, the
transactional evaluator aims to uncoyer the sources of conflict; in the second
stage, the evaluator uses both ..proponents and opponents to develop the
evaluation plan. In order of sequence, transactional evaluation proceeds as
follows.

First, all of the groups involved in or likely to be affected (directWor in-
directly) by the change (program) come together for a series of meetings.
Three conditions must be met during this first- stage: 1) all groups affected
directly or indirectly should be represented; 2) a neutral party should
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conduct the meetings; and 3) sessions should be conducted in a nonjudg-
mental manner. Although feelings of suspicion and distrust are prevalent,
the issues and sources of unrest may not be clearly defined and the problems
may not necessarily be those that are articulated. But the cliinate thus

- created is a, necessary condition for the subsequent development of the
evaluation plan.

The second stage involves construction of the transactional evaluation
instrument, the key to unlocking conflicts and controversies. Again,
everyone is involved in the process. The evaluator first formulates a general
statement of the issue in the form of a question based on the feelings
expressed in the initial meetings. Each participant in the group is then asked
to respond to the question with a series of statements. These responses are
collected, tabulated, and categorized with the original wording retained
wherever possible. These responses, in effect, become the items for the
instrument.

The transactional evaluation instrument is administcred, and participants
respond to each of the items appropriate to their role group (for example,
teachers, administrators, students, parents, and so forth). Responses are
tabulated, a master copy is prepared, and copies are distributed to partici-
pants. Finally, the last and most important step is the examination of
responses, which reveals the areas of shared values and goals and the areas
of open conflict.

In the second phase of transactional evaluation, the proponents and op-
ponents of the program (or a particular aspect of the program) develop and
implement an evaluation plan with technical assistance provided by the
professiona' evaluator, who, according to several transactional writers,
should be a fully participating member of the program staff. The presence of
both those who are for and those who are against the program insures that
program monitoring' includes not only the outcomes intended by the
proponents but unexpected negative outcomes suggested by the opponents.
Nonbelievers who are apprehensive about their roles once the new program
is implemented can often be reassured by direct action of the project, in-
service training where necessary, or clarification of policy. But even more
important, initial opponents can be given a legitimate role in the program,
one that often leads to their conversion and ultimate support, or, at the least,
their understanding and tacit agreement. Resistance may be identified and
dealt with at each stage of the process of changewhen the innovation is
initiated, when it is being evaluated, when the findings of the evaluation are
accepted, and when further changes in the,program are recommended.

The insistence upon the involvement of both factions rests upon George
Simmers (78) theories of working relations. Simmel argues that the basis for
.a positive working relationship is an interaction in which both parties have
parity in the exchange; where the relationship is not reciprocal, one party is
diminished and becomes dissatisfied in the relationship.
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Transactional evaluation is not is suitable for large-scale, sunimative
evaluations, although Cicirelli (15) s ggcsts that even a large-scale summa-
tive evaluation, such as that of the Head Start Program for disadvantaged
children, may be made more effecti e if the two major principles of transac-.
tknal evaluation are. incorporated into the evaluation; that is, the groups that
might feel threatened or adversely 4 ffected by the program (or the evalua-
tion) and thus resist it are identifie , and representative samples of these
groups are involved in the evaluatio from the planning stages through the
implementation stage and.during con ideration of findings and implications.

Transactional, evaluation is simila in many respects to formative evalua-
tion, particularly in its concern f r continuous diagnosis and program
improvement. But transactional eva uation broadens the scope of formative
evaluation by involving a larger gro p of individuals, eliciting a wider range
of opinions and values, and giving ore continuous attention to information
concerning the institutional role. W en a program of change looks beyond
the immediate outcomes of its intended goals, examines the roles and ap-
prehensions of all parties to the sysem, and attempts to continuously moni-
tor its total effects, that program participating in holistic or transactional'
evaluation. Case'studies of transactional evaluation are presented in the next
section.

CASE STUDIES

The Evaluation of Social-Action Programs

The first two case studies described in this section concern evaluations of
social-action programs -- programs designed specifically to improve the life
conditions of a particular group of people. These programs vary in scope
some /some cover the nation; some, a state or a city; and some-are confined to
single site. Social-action programs also vary in size. Some serve thousanyls,
others, hundreds, and still others serve a relatively small number of people.
Some social-action programs are aimed at a clear-cut, single purpos91 such
as improving children's ability to read. Others are more complex, and are

41aimed at alleviating a broad-based, pervasive social problem, su as pro-
grams designed to improve mental health or provide equal edy ational op-
portunity. These programs have at their base long-range goals which may or
may not be attainable within the lifetime of any one evaluator. (Contrary to
some thinking, evaluators are mortal and they have only one life in which to
evaluate.)

Social action programs are rarely confined to a single locus. More often,

program areas are legion, ranging from educational and social welfare to
medical and legal services. The common thread that runs through these pro-
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grams regardless of emphasis, however, is .their goal of improving the life
condition of the people they are intended to serve. Because of the magnitude
of this goal, the vast sums of money that have been allocated in order to at-
tain it, and the variety of services and prOgrams offered, evaluation can play
an important role in assuring that the programs serve the targeted population
in the most effective way.

Understandably, decision makers, particularly legislators and govern-
mental.agencies charged with funding these programs, want to know if the
expenditure is justified. Is the program meeting the goals for which it was es-
tablished? Can-it do so for less money? Should the program be expanded,
reduced, eliminated? Can the program be more effective if it is revised?
Regardless of the legitimacy of these questions or the sincerity of the ques-
tioner, however, these questions can be political and thus their answers
politically loaded. In Cohen's (16) words, "Evaluating social action pro-
grams is only secondarily a scientific enterprise. First and foremost it is an
effort to gain politically significant information about the consequences of
political acts."

A most important issue for social action programs, in addition to overall
worth, is program improvement. It is quite unlikely (probably more so for
political reasons than for humane concerns) that any large-scale, broad-aim
federal or state social program will be eliminated or even seriously limited as
a result of any evaluation, no matter how inconsequential an effect the
program appears to be having. What is more likely is that the results yvill,be
used to make the programs more effective and more responsive to the needs
of those the program is serving. Why is the program not more effective?
How can the services be improved? What other services should be added?
These questions are far more important for the ultimate solution of the prob-
lems' these, programs were designed to address. Still, attention must be paid
to both sets of questions within the context of each program site, taking into
consideration local program variations. The problems in methodology as
well as the constraints arising out of political and emotional factors are dis-
cussed in the following two case studies. The first case study illustrates the
holistic evaluation approach, the second case study provides an example of
transactional evaluation.

EOPS: A Case Study of Holistic Evaluation

Extended Opportunity Programs and Services (EOPS) is a special program
established in the California Community Colleges for the purpose of provid-
ing equal educational opportunity to racial and ethnic groups and the
minority of whites who had formerly been denied access to college because
of deficient academic backgrounds and/or a history of poverty. In order to
help these people gain access to college and meet the demands of academic
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life, the program provides financial aid and supportive Services in the form of

tutoring and counseling.
EOPS was conceived in response to the civil rights movement of the 1960s

and the consequent political pressures to remedy the neglect of large groups

of people by our major social institutions. As with the rest of the country,
California's higher. education system served primarily white, middle-class,
economically advantaged students. Prior to the establishment of EOPS, a
white middle-class student was twice as likely to enroll in college as was a
member of a racial or ethnic minority. The wave of social consciousness that

gave rise to'the massive federal programs such as Project Head Start, Follow

Through, and Title I of the ESEA also stimulated the thinking of California's

leadership, and in 1968, Senate , Bill 164 established the Extended Op-
portunity Programs and Services in the California Community Colleges.

Like so many.other social action programs established at that time, EOPS,
expanded rapidly, growing from a $3 million program in 46 community

colleges to a $7.6 million program in 94 community colleges in less than ten

years. The speed with which EOPS escalated compounded many' of its early

deficiencies and added to the difficulty of its later evaluation. Staff were
hastily selected without full attention to their qualifications as administra-

tors. Programs were often instituted without adequate consideration of the
goals and needs of individual colleges or the values and attitudes of the
college and community membership. Many campus programs lacked careful
planning. Participant data was seldom recorded, and few campuses docu-
mented the process of implementation. Other than the head-counting reports

-submitted annually to the Board of Governors, the policy-making body for

the California Community Colleges, no systematic evaluation of the program

was ever undertaken. However, the economic recession of the 1970s, cou-

pled with the growing suspicion that massive social-action programs had not
significantly alleviated. the country's major social problems, finally led to a

concern for evaluation, and in 1975 a "formative", evaluation of this multi-

campus program was conducted seven years after it began.
The Situation: The major purpose of the evaluation, as stipulated in the

evaluation contract, was to determine the extent to which the community

colleges had met the objectives of the legislation, those of the Board of
Governors, and those of the individual colleges.

All told, there were 31 major objectives, ranging from those aimed purely
at.implementation (for example, "the community colleges shall establish
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disadvantaged background. But an additional charge of theeontract was that
specific recommendations be made regarding program improvement at both

program, were also seven years old, but it as clear that at least a part of the

design' would be simple. A straight accountability approach could be used to

determine if the colleges did in fact do what they were supposed to do =es-

tablish financial aid and supportive services for persons of minority and/or

. . .") to those aimed at various student outcomes. The objectives, like the
w
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the state andiocal levels, and fulfilling this requirement was Hardly a simple
matter.'"

Broad-air_ social action programs are not one dimensional; rather, they
are composed,ofa vast array of complex, interactive elements loosely called
a program. if the purpose of an evaluation is, at least in part, to provide in-
formation for making improvements in a program or particular parts of a
program, then it becomes necessary to distinguish the differential impacts of
these parts and the processes that contributed to them. In the case of the
EOPS evaluation, this task posed several methodological problems. For
example, two of the EOPS objectives concerned improving minority
students' self-concept and instilling in them pride in their cultural distinc-
tiveness. Both of these objectives are noble, and they are plausible within
the parameters of a social program designed to equalize educational op-
portunity. But to empirically distinguish the elements per parts of a program

,"directly aimed at improving., self:concept or ,instilling cultural pride
necessitates not only a specification:Of criteria concerning what constitutes
positive self-concept and cultural pride, but, even more, a knowledge of
what in fact influences the development of these qualities. No one yet knows
what educational or social practices or policies contribute to self-concept
and cultural pride. We can speculate that a "supportive" environment (and
this, too, needs clarification) may contribute to a feeling of acceptance,
which, in turn, ,might enhance self-concept. But in the absence of a specific
program designed especially for improving self-concept which can be
rigorously evaluated, it was impossible to determine with any degree of
certainty the extent to which participation in the program generally, or in a
certain program activity specifically, contributed to the enhancement of
these. qualities. The only practical alternative was to examine the results of
participation in the program as a whole versus nonparticipation, and this
opened up another methodological problemthe lack of control or
equivalent comparison groups.

As we said earlier, most large-scale social action programs defy rigorous
experiment, and E0Pg-is no exception. it is impossible to deny the program
to some people in order to form a control group. One does not assign people
to treatment and nontreatment groups where financial aid is concerned, and
it is too difficult to develop a placebo program that is different from the
program being evaluated and yet of equal benefit to the participants. EOPS
is--a conglomerate of individual programs, and each needed Lobe evaluated
separately. An experimental design would have required a control group of
nonparticipants for each local project.,

It was obvious that a classical experimental design could not be imple-
mented. It was equally impossible to identify an equivalent group for com-

ilAs it turned out, even the accountability phase was not simple, since many people disagreed about the
qualifications of the target population and what constituted a "disadvantaged" person.
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parison purposes since, ostensibly, persons most in need of financial and
academic assistance were those recruited to the program. To identify a
group of disadvantaged students who were not enrolled in the program
would have been equivalent to admitting that they were not as neee.

As more and-more problems and issues emerged, the requiremats for the
design became more complex. The diversity of settings in which the
California Community Colleges operate had led to tremendous variations in

prograin orientation, style,, and implementation. Different colleges had
adopted different approaches,and somewhat different emphases in program-
ming in response to their different needs and goals, as well as those of the
community. Because of these differences, it would have been misleading to
evaluate EOPS from the state level or on the basis of a few selected pro-
grams.

There were, in effect, about 95 distinct programs.* It was clear that an im-
portant contribution of the evaluation would be a description of the various
program-approaches and the forces that contributed to the different program

shapes.
.. 4\ Other ptoblems resulted from the fact that the EOPS program itself h,ad

changed over the years. The original objectives outlined for the program en-
visioned EOPS as a special, separate entity with a full array of financial aid

and academic and personal support services on each campus. Because of the
community colleges' historic charge to be responsive to local community

needs, and because of increasing federal aid programs, EOPS had evolved

so that on many campuses it was no longer distinct' from similar programs
and services available for all students. Nor did every campus necessarily of-

fer all of the originally intended service components or emphasize them in

ways called for in the 1968 enabling legislation. In short, the goals and
activities of the program, as well as the criteria for program success, had
changed appreciably over the years. The programs did not exist in isnlation;

they were part of a community collegea functioning institutional system
and as such they were subject to the workings of the system as a whole.
Changes in any one part of the system influenced changes in all of the other

parts, and reciprocally, the EOPS program impinged upon the institutional
\ -environment if for no other reason than that it existed. To try to ferret out

specific outcomes attributable only to the program was a Sisyphian task.

A third problem that emerged shortly after the study begAn was the dis-

covry that different groups of people at different levels of the program and
college hierarchy held quite different values and attitudes concerning both

the nature of the program and its major purposes. Some saw the purpose of
the prOgram primarily as a means to increase the number of minority

*Altother real world lesson is never to leave data on the floor. The custodian threw out all of the data that had

been neatly stacked on the floor at one college dnd it had to be eliminated from the study The final sample

size was 93.
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students in the postsecondary population; some saw it as a means to placate
the :colleges' liberal constituency. Some groups stressed quality over
quantity, believing that the goal of the program was to make the greatest im-
pact on the lives of the people participating irrespective of heir numbers.
Other groups believed that the program should process as many people as
possible in the most economical manner. Still others saw the program's pur-
pose as providing an education to a large group that formerly 'did not receive

one.
Not only were the criteria for progrant success different among these

groups, but they expected to receive quite different information from the
evaluation. The legislature and the Board of Governors,, for example,
wanted to know if EOP§ students (supposedly "high risk, multiply disad-
vantaged") maintained grade-point averages and retention I ates comparable
to students who did not participate in EOPS. The statewide community
college office was concerned with the coordination of the prOgram and rela-
tionships between campus program personnel and,ihe statewide office.
EOPS directors and staff on the campuses were concerned labout program
delivery and wanted to know if students were satisfied with the support
services. Faculty and administrators had still other concerns.

To complicate things even further, policies governing community college
enrollment in California decree that anyone who has a high school diplcma
or is over the age of eighteen may enroll. This means that,,although some
records are kept once a student is enrolled (in most cases college grade-point
average), even minimal entry data is unavailable for many students. Reten-
tion data are complicated by the fact that students drop, out, stop out,
transfer to other community or four-year colleges or obtain program
certificates in lieu of Associate of Arts degrees. They may alp become ineli-
gible for EOPS any given term due to lack of credits or failure to fill out re-
quired renewal forms. Thus, rigorous documentation of educational out-
comes, and particularly follow-ups of students' subsequent1academic work,
have not been a hallmark of the community colleges', data collection
practices.

The ideal design for the EOPS evaluation would have been to determine
long-range outcomes such as the extent to which the EOPS students became
happy and productive citizens, a pay-off too far in t4 future for the
program's immediate evaluation needs. In the absence of longitudinal data,
it could only be assumed that present attitudes and behaviors were in some
manner or another indicative of future attitudes and behaviors. In com-
promise, these considerations were incorporated ins,the survey given to the

. ,

student samples.
Finally, by its nature, evaluation is a political activity. It provides in-

formation for decision makers and legitimizes their subsequent decisions.
Where decision making is in itself political, involving the allocation of
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power, authority, position, or resources, evaluations frequently result in a
reallocation of resources. In this case, although there seemed to be no ques-
don about the continued funding of the program (and shortly after the study
began, and for no apparent reason, the governor increased the entire State
EOPS budget by 50 percent), many of the people connected with the
program at both the state and local levels were fearful that the funding was in
jeopardy, that the proportions allocated to the various program components
might be shifted, and that the evaluation results might seriously endanger the

program.
An evaluation approach was needed that would take all of these factors

into consideration--a design that would be comprehensive; attentive to both
process and product; sensitive to the political nuances surrounding the
program and the consequent fears of a good many people; address fly: dif-
ferent information needs of various constituencies;*allow for changes in the
goals; incorporate the different values, perceptions, and criteria of different
groups of decision makers with varying levels of power and influence over
the prOgram; and compensate for the lack ofPretestdSta on the participants.
The design also had to be flexible enough to accommodate 93 different pro -

grams;and to be implemented within the constraints of a minimal budget and

a one-lyear time frame. At that point, the authors wrote a paper entitled
"Hew' to Evaluate a Complex,. Multi-campus Program in a Large State

in the Real World of Higher Education where Campus Projects are
Diver e, Political Pressures Intense, No Control Groups Can be Formed and
No 4aluation Model Fits: or, Campbell and Stanley, Where are You
Now?

Th Strategy: The decision was made to develop a holistic approach to the

evalu tion that emphasized careful documentation and description of
processes and activities and at the same time focused on actual outcomes ir-
respective of prespecified objectives or criteria. The design guided the
procedures. The evaluation of outcomes necessitated quantitative data from
students, faculty, and administrators. The description of processes required

that representatiye programs be observed as functioning units. The holistic
evaluation designed to meet these information needs proceeded in two

phases.
The first phase consisted of a comprehensive survey of randomly selected

samples of EOPS.students, administrators faculty, counselors, program di-
rectors, members of local advisory committees, superintendents of multi-
campus districts, and non-EOPS students. Singe a major criterion for suc-
cess, as defined by the Board of Governors and the legislatUre, was that
EOPS students perform as well as other students, the relevant comparison
groqp for the study was population of non-EOPS students e.irolled in the
Colleges. In this cqse, a nonequivalent comparison group was not only ap-
,propriatebut also essential to the purposes of 'the study. .

The purpose of the survey was to compare the characteristics,
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experiences, perceptions, and attitudes of representative samples of EOPS
students with those of non-EOPS students and,to examine the attitudes,
Values, de opinions of the program held by I,,nth EOPS and ;,then college
staff members. Contrary to many surveys used.in research, however,
this one was not a `fishing expedition." Rather, it consisted of very specific
criterion instruments developed to measure each of the pre-established ob-
jectives set by the enabling legislation and the Board of Governors.

The second phase of the study consisted of intensive (anti extensive) case
studies of twelve colleges which were systematically selected to represent
the diversity of the 0,1ifornia Community Colleges in terms,. of size,
geographic region, urban/rural setting, ethnic mix and programming em-
phasis.

The Survey: In order to develop relevant questionnaire items that would
identify outcomes and processes, the full range of issues and questions sur-
rounding-the study were first outlined according to all of the program docu-
Itihtslhe enabling legislation, the Board of Governors' Statements on
Policy an&Goals, Title V of the Education Code, volumes of documents,
data applications for funding, and previous in-house evaluations of programs
provided by the Chancellor's, Office. These documents not only helped
enumerate key issues and questions, but they also provided a historical
perspective of the development of the programs on the different cad :pine.,
and identified the forces that shaped their implementation and subsequent
maturation. During the period of time in which the instruments were
developed, frequent meetings were held with the Chancellor's Office staff
and selected EOPS directors in order to more fully understand the attitudes
and behaviors of key groups involved-in the program.

One hundred forty-six questions were cast into questionnaire items appro-
priate to each sample. The design called for comparisons of the different
samples, and consequently, there v. as much overlap between instruments,
particularly .With respect to attitudes and opinions regarding the program in
general and the campus situation in particular. The preliminary set of ques-
tionnaires were pretested, and lengthy discussions were held with
representatives of each sample group who suggested additional items,
revised items, and deleted still others. The students were especially helpful
in identifying wads that had hidden or skng meanings and otherwise clarify-
ing the language of the items for the student population. In the process, they
eliminated the unintentional but, nevertheless, insidious "educationese."
The revised instruments were submitted to the statewide office for review,
and after the reviewers' comments had been incorporated, they were
finalized and printed in booklet form, color-coded to repressnyhe different
samples.

In _addition 'to the survey questionnaires, a Basic Data Sheet was
developed for the :°- . -der to gather baseline data vn the vital statis-
'tics of the local college, and the campus programs. This information included
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enrollment figures, funding allocations, staffing and, where available, data

on students'Itigh school and college grade-point averages and retention.

During the period of refining and printing the instruments, the study
learn also. began:toWOric with representatives from each of the 93 colleges.
The:community college presidents had each designated a liaison person to
coordinate campus activities and facilitate communications between The
evaluators.and. the campuses. In some cases, the appointed liaison was the

campus SOPS director; in, others, the Dean of Student Personnel Services;
a in a few cases, a faculty member served as a liaison.
Six regional training workshops were conducted by the evaluators in order

to acquaint 'the liaisons with the purposes ofthe evaluation, the design, the
Purposes, of-the instrument and, on a practical level, the procedures they
wee to use for selecting local samples and administering the questionnaires.
Thekewere several Pay-offs from these workshops. In addition to giving the

'raisons Specific instructions about administering the surveys, the workshops
Provided a.valuable opportunity for the evaluators to meet the people from
the campuses, answer their questions, and secure their trust and coopera-
tion. In turn, their cooperation helped gain the interest and involvement of a

broad cross section of community, college personnel, and as a result, al-
though the survey instruments were of necessity quite lengthy (ranging front
14-20 pages), response rates for all constituent groups were phenomenal
ranging frorn 70 to 90 percent. All of the Basic Data Forms were also com-

pleted correctly, a feat not easily accoqlplished. 2
The Case Studies: At the heart of social programs is really the issue of in

stitutional change and thedegree to .which efforts at chan3e succeed or fail.

Quantitative data alone cannot adequately determine the extent to which
any particular institution brings about change. In order to obtain this type of
information, the second phase of the holistic evaluation strategy consisted of

a series of site visits to 12 case-study colleges. Twenty-five colleges were
first nominated by the statewide office to represent diversity in terms of size,
region, number of colleges in the district, type of district (that is, single or
multi-campus), ethnic composition, average family income, and ethnic corn-

.position of the surrounding community and scope and emphasis orEOPS.
From this list, 12 colleges were selected as case-study sites, and all accepted

the invitation to participate. Preliminary visits were made to meet each
campus liaison, arrange for lodging, and clarify logistical arrangements for
the site -visit teams:

In keeping with the goalrof involving different constituencies and persons,

at diffetent levels of de4sion making, nominations for site-visit team
members' were solicited from some 420 community college personnel,

' including superintendents/presidents, deans, faculty, vice presidents of
student services, heads of counseling, EOPS directors, and officers of the
state FOPS student, organization.

in all, 497 persons were nominated to fill the 30 team positionssix teams
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ofifive persons each in addition to a member of the evaluation staff. Persons
'whiirectived three nominations or, more were invited to indicate their
'iligness to serve on the team, and 115 persons accepted. A final group 430
ii'ersonS- WI, -selected so that each team included a president, a dean-level
representative of student services, an EOPS director, a member of the
.faculty, and a current or fonder LOPS student. Women and minority
persen Were represented on each team and with only two exceptions, team
memberS'were assigned to site-visit campuses outside of their home regions.

- There; were-actually several purpose3 of the site visits. First, as charged
=by 'the 'Board' of Governors, a Major purpose was to describe the ways in
which each ,college implemented the Activities and services designed to
aehie9e the objectives specified; in the initial legislation, A second, related
Putpose.was to document how effective each college, had been in achieving
those objectives. In order to provide the information necessary for program
improvement, it was'also necessary to investigate the structural and staffing
arrangements of the program and program features and characteristics of the
college and community.that appeared to be related to prograin effectiveness,
and to determine the functional relationship of EOPS to other programs
:within the institution. Finally, an important purpose of the site visits was to
determine the extent to which data gathered in the surveys accurately
reflected conditions as observed by the site-visit teams andreported by the
different persons interviewed.

Holistic evaluation demands a delicately balanced investigation. Relying
, too heavily either on a set of outcomes or the perceptions and opinions of

different groups may give a wholly unrealistic impression of .the actual
program operation. How the staff and participants feel about a particular
program in which they are involved matters a great deal. Are the services
suited to their needs? Are they treated differently in other areas of the insti-
tution because of their participation? What are the physical arrangements for
the program? What factors seem to be most related toparticipantsatisfac-
tion with the program? It is simply not possible to disentangle completely the
attributes of the process and thequality of the outcomes that they generate.
Program evaluation must include an understanding of the particular program
in the local sense, and such an underStanding can only be gained by on-site
experience and systematic obserVation.

For example, an important finding that resulted from examining on-site
structural and staffing arrangements was that on some campuses the EOPS
offices were cramped, dismal, unattractive holes-in-the-wall located at ob-
scure corners of the campus far away from either the central administration
building or the social gathering area for students. Both EOPS staff and
students reacted verbally to thig "second class" treatment. The condition
and location of the campus EOPS office, moreover, was consistently related
tc+,the:,-.01!.ge!._conimitment.tn PnPS as Well as .tc-pereeiVed value to the
faculty and staff, and this, in turn, was strongly related to students' satisfac-
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Lion With their college experiences generally and their experiences with
EOPS specifically. In other cases, the style and orientation of the EOPS di-
rector was related to both the direction of the program and students' at-
titudes.

In fact, information gained during the site visits demonstrated that the
cluster of variables that came to be called a college's "emotional" commit-
ment to EOPS was often more important than its financial commitment in af-
fecting students' feelings of satisfaction and their social integration into the
collegeone of the major objectives of the program. If these elements had
been omitted from the study, a valuable source of information, which in
many cases xplained differences in outcomes and pin-pointed areas needing

would have been lost.
Each teatn ;fished two colleges, spending two and one-half days on each

campus. Each visit was immediately preceded by an eight-hour orientation
meeting during which the evaluators clarified the purposes of the site visits,
the methodology and rationale for the interview schedule, and the general
procedure to be followed during the site visits. Each team member was given
a detailed outline of tasks and a set of questions to be investigated for each
task. Formal sessions were conducted with presidents, a cross section of

other administrators, f)etilli members, counselors, current and former
EOPS studentsm-ernbers of governing boards, and representatives of local
advisory committees, community schools and agencies. In the case of multi-

campus districts, a top-level representative of the district office was also in-
terviewed, At least two team members participated in every interview
session in order to assure inter-rater reliability. In addition to the formal
Sessions, site teams observed the EOPS staff in action, chatted informally
with students and staff at the tutoring and counseling centers, and generally

observed the overall campus environment.
Tile team members .met for long sessions each evening to review and in-

tegrate their notes. A statement of Major observations was presented to
officials of each college prior to the team's departure from the campus.
When all the site visits were completed, team_members each drafted a profile

of the college's EOPS incorporating their own opinions as well as informa-
tion obtained froI\the interviews. Drafts were then compared and com-
posite profiles developed by the evaluation staff. Unlike most evaluation
reports, particularly those derived from experimental designs, data gathered
in the two phases of a holistic model are presented necessarily in a two-
volume report, with the first volumeconsisting mainly of analyses and in-
terpretations of quantitative data and the second volume containing the nar-
rative case-study profiles. A major weakness in holistic evaluations arises,

, however, when the process data and outcome data yield contradictory in-
formation. This is a . particularly difficult problem to resolve when the
balance between the two forms of data has been r...30entiously maintained,

[
and the evaluators can only rely on their intuition as to which data are more
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likely reflective of the "true" situation. The only solution, of course, is to
present both sets of data, acknowledge their differences and withhold judg-
ment,unless a strong case can be made for the superiority of one set of data
over another.

In the EOPS evaluation, the confluence of findings- between the survey
and case-study data was amazingly, high. As a result, some information
gathered at the site visits was also integrated into the first volume where it
corroboratectdata gathered from the surveys or directly from the colleges. In
the few cases where the data were contradictory, both sets of information
were presented and their sources identified.

Summary: The strategy of involving a large number of people from the be-
-ginning, of the evaluation and of consulting with representatives from key.
groups at different levels of influence and responsibility permitted a wide
range of criteria for measuring program effectiveness to be included in the
study and guaranteed that the evaluation was both site-specific at the local
level and yet met the requirements of decision makers at the state level. An
important offshoot of the "people-involvement" process was that it served
to reduce, and in most cases eliminate, people's fear of the evaluation and
the outside evaluators.

The fact that intensive site visits were made and case study descriptions
prepared assuaged the concerns of "process" people who were initially sus-
picit,t-s of the evaluation. The quantitative and survey data gathered within
the context of the original program objectives garnered the support of the
outcomes-oriented cohort. As a result, the level of cooperation from all'
groups was impressive.

Finally, and perhaps most importantly, the combination of case study and
objective-based data and the widespread participation of people in the study
as liaisons, consultants, Advisory Board members, and site-visit team
members had a significant effect on the use that has been made of the find-
ings and recommendations. When evaluation is part of a process of planned
change, the utilization of the findings in decision making is a key concern.
And when recommendations are based on multiple indicators gathered from
a wide variety of sources, there is little doubt as to their veracity and little
resistance to their implementation. The EOPS evaluation report never
gathered a speck of dust. The statewide office, moved to implement many of
the recommendations less than a month after the report was completed, and
several campus staffs began making changes based on suggestions made dur-
ing the site visits even before the study was completed.

There are many reasons why evaluation results are seldom used. Rarely
does an evaluation study come up with a revolutionary and unequivocal set
of findings that can be used to pinpoint exactly the areas needing change,
define what kind of change is needed, and estimate with complete accuracy
the true worth of the program for all participants. More often than not,
evaluations yield findings that can be interpreted to mean that in some cir-

.
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--cumstances, certain kinds of programs may be effective to some extent with
some kiwis of people. Far from being definitive and unequivocal, the find-
ings are more often tentative, ambiguous, and site and time specific. Weiss
(98) suggests the following three conditions as contributing to the lack of
utilization of evaluation findings: 1) the results do not match the information
needs of the decision makers; 2) the results are not relevant to the level of
decision maker who receives them; and 3) the results are ambiguous, and a
clear direction for futurg programming is lacking. We suggest that still
another reason for the infrequent use of evaluation findings may be that the
recommendations and/or suggested directions are too massiveakin to
metamorphic change a la the CIPP model.

While it is still tco early to tell what changes will be brought about by
legislative action as a result of the EOPS study, the fact that the statewide
office has already begun implementing several of the recommendations
made in the report. attests to both the genuine concern on their part for
program improvements and also to the. fact that the changes suggested were
reasonable and practical.

Project Head Start: A Case of What Went Wrong

Head Start is a large-scale, broad-aim, federally funded social-action
program in which a variety of services (instructional, medical, dental,
psychological, and nutritional) are provided for poor preschool children.
Head Start began in the summer of 1965. Like EOPS, it grew rapidly, and by
1967 approximately two million children, the majority of whom were from
minority backgrounds, had participated in the program.

Also like EOPS, the nature of the program and its goals posed many
difficult problems for evaluation. Since the program seeks to bring about
major political and social changes, its evaluation cannot be approachedas if
it were a traditional program designed to bring about traditional, incremental
educational change. The goal is broad, the program is directed at millions of
children all over the country; program delivery varies greatly from com-
munity to community; the program was not created locally, but by the
federal government, and the amount of money invested is enormous. Unlike
EOPS, however, evaluation was planned for from the beginning, and several
evaluations were carried out by the program's Office of Research and
Evaluation and its 13 Evaluation and Research Centers in universities
throughout the country. Still, from the beginning, evaluation met stumbling
blocks. Most studies were local or regional, and it Was impossible to de-
termine the extent of the program's overall effect or even the effectiveness
of the different types of local programs.
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Thii case study concerns the national evaluation of Head,Start conducted
for the Office of Economic Opportunity by Westinghouse and Ohio
UniVersity (14, 104), The study included a national sample, comparison
groups ,of nonpartiu4ants, multiple measures or cognitive and affective
.developmentrand an evaluation of program outcomes through the third
grade. The purpose of the evaluation was to make an overall analysis of the
program, providinginformation for policy makers to decide if the program
should be continued, modified, or if parts of it should be dropped. The
evaluatiottAid not include investigating the effectiveness of local imple-
mentation procedures or the delivery of program components.

The basic question that the study addressed was: Do children in the first,
second, or third grade who havehad Head Start experience, either summer
or lull yeat,,differ significantly in their cognitive and affective development
from comparable children in those grades who did not participate?

Sample: A nationalsample of 225 program sites was randomly selected for
study from the 12,927 Head StartCenters in operation during the 1966-67,
school year. Only 104 centers were ultimately confirmed as investigation
sites-due to the absence of appropriate control groups, lack of staff during
the summer'phase of the program at some sites, and the fact that some of the
programs had been in operation for only one year. Other centers were ex-
cluded because some of the schools in their target-areas declined to par-
ticipate in the study.

procedures: Fifty-five interviewers were recruited and given a one-week
training course to prepare, them for the field studies. They were each
assigned to two sites spending approximately three and one-half weeks at
each center, meeting with three groups of people during their visits: local
Head Start officials, school administrators, and parents of both Head Start
and control -group children. The progression of their activity at each site was
as follows:

I. Interview the Head Start official.

2. Obtain a master list of pupils who had attended the center in the:
specified program and year.

3. Visit the local schools and identify all Head Start children still enrolled.

4. Draw a random sample at each of the grades represented.

5. Consult with Head Start and school officials.

6. -Study all available records to identify a control population, matching
each Head Start subject with a control subject on the basis of sex, race,
and kindergarten attendance.

7. Interview the parents or guardians of each Head Start and control-
group child.
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8. Arrange for the testing of pupils to be conducted subsequently by field
examiners.

9. Write a field report and complete a questionnaire on field experiences.

The Head Start officials, school administrators, and parents were all very
cooperative. The only- problems encountered with centers arose in those
cases where poor .records had been kept; only 10 school systems were
considered uncooperative, although the cooperation of others reportedly re-
quired exceptional diplomacy on the part of the field interviewers. Over 90
percent of the parents were reported to have been "very cooperative" or
"cooperative." The most serious problem faced in the study was finding
parents who had moved or been relocated by urban renewal projects. In Ap-
palachia, one field worker, mistakenly identified by a narent as a "revenue"
agent, was shot at! But other than this somewhat humorous incident (at least
in retrospect), surprisingly, everything went according to schedule, and
overall resistance to the evaluation was considerably less than the investiga-
tors had anticipated.

Results: Briefly, the major findings of the study were that the summer
Head Start programs were not effective, and the full-year programs were
marginally effective. The major recommendations were therefore obvious:
The summer program should be phased out, and the full-year program
should be continued and improvedvery simple and very straightforward.
But, as many readers are aware, this evaluation and its findings became the
subject of a heated controversy that swept the country, damaging the
public's faith in national evaluations, and the residual effects remain to this
day.

The fires of the controversy were lit when the findings of the study,
presented as the first draft of the final report to the Office of Economic Op-
portunity for review and comment, were released to the public prematurely.
The findings were in preliminary form and excluded several statistical
analyses that were subsequently added to the final report. To _lake matters
worse, these preliminary and incomplete findings were reported as definitive
to Head Start schools, officials, and concerned parents by the news media,
not the evaluators.

The attention focused on the study fanned the fires and serve.: as a rallying
point for proponents of the program, who gained additional media time and
space to critique the study. The essentially negative findings of the evalua-
tion provoked local testimonials in defense of the projects, as well as news-
paper editorials and other reactions from those in the "early intervention"
philosophical camp. The study was scrutinized and attacked as no study had

ever been up to that time. Scholarly journals burdgeoned, and conferences
overflowed with critiques of the methodology, statistical procedures, and
;outcome criteria selected. Most of these criticisms, dealt with the defects
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inherent in studies of social-actiOn programs (11, 16, 50, 80, 106)criticisms
that could be applied to many .evaluations. In fact, McDill, McDill, and
Sprehe (53) question whether such strong criticism would have been forth-
coming from so many quarters if the evaluation had been more favorable.

Summary: This case study was not used merely to provide an example of
the failure of experimental design, but rather as a contrast to the previous
case study of the EOFS evaluation and to illustrate What can happen in the
case of a real world evaluation that is potentially political and emotionally
volatile, and-what pitfalls can be avoided. Cicerelli (15), too, has reflected
upon the study and suggests that if the principles of transactional e"aluation
had been applied, much of the misunderstanding and conflict that Ultimately

defeated the evaluation could have been greatly reduced, if not avoided
altogether. For example, the Head Start evaluation clearly threatened the

jobs of many people, and this issue should have been confronted. Although
the direct participation of all parties concerned would have been impossible
(if not logistically, at least economically), mucfi more contact and `:checking
in" with, representatives of the various constituencies could have been,car-
ried out throughout the evaluation. At the same time, although reaching
consensus regarding the'criteria by which to judge the effectiveness of a na-
tional program is equally impossible, greater efforts'at including a broad ar-

ray of criteria, including some that were acceptable to each constituncy,
could have been made.

Here again was a case of differing values and perceptions and the abso lute

necessity of clarifying these differences prior to the evaluation. The govern-

ment and the evaluators agreed that the cognitive and affective aspects of
the Head Start childrens' development were the most important objectives
of the program. But others felt that the voluntary parental involvement and
the nutritional benefits gained by the,,children were equally important, espe-
cially in the case of the summer programs. In fact, the same criteria were
used to evaluate the two separate program components, summer and full-

year, although both the objectives and the length of time available to work
toward their attainment were different for the two components. The centers
weren't consulted regarding the criteria by which the program was to be
evaluated, and yet, the local programs varied depending upon what their,
center's primary, secondary, and short and -long-term objectives were for'
the program, particularly during its developmental stages. Many centers
may have been directing more attention and energy to other objectives in
response to local needs, not necessarily to the exclusion of, but in addition
to the objectives defined for the overall program. Since they were not
consulted regarding their objectives and program emphases, valuable in-
formation was missing rrom the evaluation.

Field interviewers were assigned to sites on the basis of their comple-
mentary ethnic or racial backgrounds and/or their multi-linguistic abilities.
In addition, however, local people could have been effectively involved as
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. ,research coordinators to assist in the field Work, just as local liaisons were

used in the EOPS study. As it was, communications between the center and
school staffs ma the investigators were poor. Only the top administrators of
the centers and tlieschools knew about the study before the fie,ld inter-
viewers appeared on the scene; teachers, counselors, and parent; were al-
most totally excluded by design, if not intent. Local persons would not only
have been able to deal more effectively with the resistance to the study oil'
the part of local school staffs and improve channels of communication, but
t.1

hey also could have been used to share some of the preliminary findings of
the investigation with local Head Start and school personnel and parents,
perhaps helping to avoid the, furor created by the prematurely released
report.

Following the transactional model, protagonists and antagonists should
have been brought together both in the planning stages ofithe evaluation and
during its implementation. By getting these groups, or at least representa-
tives of them, involved from the beginning, their resistance to the evaluation
could have been stemmed. The purpose of the evaluati9n was to provide in-
formation :to decision makers regarding the future 9f the program. Ob-
viously, a decision to eliminate or greatly reduce a program such as Head
Start would be threatening not only to the target population but also to the
staff employed in the program. Transactional evaluation principles could
have been used to reduce the consequences of this threat by recognizing it,
bringing it to the surface, and enabling the different groups to confront their
conflicts and resolve them.

The unfortunate release ofthe draft report probably could not have been
avoided by any methodology or clever technique, but its impact would have
been reduced if representatives of the different constituencies had been in-
volved and if local persons had been participating in the evaluation. The
findings and recommendations might have remained the same, but the dif-
ferent views would have been acknowledged, the sources of information
would have been apparent, and the intents and purpo es of the evaluation
would have been clear. .

Curriculuni Evaluation

Sotaols are particularly neglectful of curricula' evaluation. This may be
due, at least in part, to the problem of defining what a curriculum is. Accord-
ing to Stake (85), "a curriculum is an educational program." An educational
program is fai:1y easy to identify in the public schools where one can define
curriculum as an integrated system of learning materials, activities, and
experiences. However, as Dressel (21) points out, "in higher education, the
meaning of curriculum is far less explicit.** When the term is used in a
postsecondary setting, it can be referring to all courses offered in a particular
institution, to those contained within a particular department. or field, or
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even to an individual student's course of study.
There are also many different ways in which a curriculum can be struc-

tured. It can be based.on'an assembly of courses that are deemed necessary
to meet certain job 'requirements; it can be formed from the basics of a
particular discipline or the specialized interests of the faculty in a depart-
ment; it can be designed to meet the needs of a professional or technical
program; or it can be developed as the result of a systematic specification of
outcomes (21). But, regardless of the way in which a curriculum is
developed, it must be updated and revised. It must therefore be periodically
evaluated.

Unfortunately, curricular change is seldom followed by rigorous evalua-
tion to determine its effectiveness; even more rarely is it preceded by a
systematic assessment of the actual need for changes or the directions they
might take. Responses to curriculum evaluation often take thelorm of either
cosmetic changer it 'efenses of the status quq,or both, since most evalua-
tions are designet: iew the curriculum only in its own light without regard
for long-range school or program goals. Even where specific goals have been
defined, curriculum evaluations should not be based merely on their attain-
ment. The goals themselves must be evaluated in order to determine their
worth, relevance, and interrelationships within the context of both- the
overall program and the syste:n.

There are several problems that typically mitigate against systematic cur-
riculum evaluation. First, many faculty members view curriculum evalua-
tion as an imposition on their inalienable 'rights . s teachers. In particular, if
the curriculum is based on their specialized -interests, they view its content
and substance as sacrosanct. Evaluation implies judgment ond many faculty
are threatened by a process that may well point out deficiencies in program-
ming or areas in need of improvement for which they are responsible or in
which they are involved. If the results are negative suggest changes with
which faculty do not agree, they will often simply not accept the results,
finding fault either with the evaluation or the people who conducted it.

Finally, although the motives for evaluation should always be scrutinized,
they are particularly important in the case of curriculum and instructional
evaluation. If the motiv .s or reasons for the evaluation are not explained and
accepted by faculty, they may feel that there is some potentially harmful out-
come to be avoided; view the evaluation as "busy work" and not take it
seriously; or view the .aluation as "management ordered," and refuse to
cooperate. Resistance to change may be a contributor to any of these prob-
lems, which ii.ay in turn be used by faculty as acceptable excuses for their
resistance.

Most, if not all, of these problems can be overcome and faculty can be-
come an important part of the evaluation process, assisting in the ph
implementation, and analysis of results. The key is to involve faculty fEom
the beginning, discussing with them the reasons for the evaluation and the
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potential payoffs from it and giving them time to become comfortable with
the persons who will be directing the evaluation. The following case studies
illustrate the problems and the successes of various forms of curriculum

evaluation.

An valuation of a Professional School Curriculum

Overview: A new assistant dean for academic affairs was appointed at the
school of dentistry, and his major concern was the curriculum. Although the
curriculum had changed over the ten-year period since the school was es-
tablished, the rapid growth in courses, students, and faculty had precluded
rigorous assessment of its effectiveness. The new dean had had prevlous
teaching and administrative experience at two of the most innovative deital
schools in the country, where evaluation was the basic ingredient of educa-
tional improvement, and the school looked to him to direct the much needeV

curricular revision.
The dean, in turn, contacted the authors to explore ways by which they

might assist him. At their first meeting, four weeks before the fall quarter
began, he clarified his intent. He wanted to know how effective the present
curricular structure and its offerings were in actbmplishing the goals of the
school, meeting the needs of the students, and most important, preparing the
students to be practicing dentists. Our task was to draw up a plan for the
evaluation and present it to him in two weeks. If the plan was accepted, the
project would begin as soon as the school year started.

During the next two weeks, we examined the school's extant goals, re-

. viewed accreditation reports, and interviewed small, representative samples

. of both faculty and students. At the second meeting, an outline of the evalua-
tion strategy and objectives for the project were presented to the dean as

follows:

1. To systematically develop measurable curricular goals for the school

and departments based on graduate outcomes;

2. To evaluate the attainment and relevance of these goals on the basis of
actual graduate behavior and attitudes in their practices;

3. To make appropriate changes in the curriculum based upon the in-
formation gained from both the study of graduates and 'the. goal
formulation process itself;

4. To assist faculty in planning, developing, and evaluating instructional
strategies relevant.to the curricular and instructional goals; and

5. To establish an -on -going evaluation program to facilitate a continuous
process of curricular change and renewal.
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The initials analysis revealed that the 4chool goals, as stated., could
contribute-little-Of anytting, to an evaluation of the curricular program. Like
most so- called educatifInal goals, they fell into two types of statements: "the
=School will,provide . . ." and "the graduates will be good dentists" (or the
equivalent). The former type pi goal is met simply by providing whatever is
to be'provided; and evaluation'inerely consists of a double check of that pro-
Vision. The-latter type of goal is so global and vague that it is impossible to
measure-its, attainment; evaluation is equally impossible. Neither type of

:goal is reflective of or dependent upon curricular practices. Clearly, the first
priority for the'school was to establish goals that were specific, measurable,
and directly related to the curricular program. The objectives for the evalua-
tion were accepted by the dean, and that is when process became a high
priority as the foundation for the project.

The best laid evaluation plans can come to naught if the support of the
people involved is lacking. To be effective, curriculum evaluation in
particular must.be conducted and perceived as a cooperative, collaborative
venture, not as an activity imposed upon the majority by a select group of in-
diViduals. In this case, the faculty had had many negative experiences with
evaluation "experts" over the years, and there was little reason to assume
that they.yvould cooperate. Their cooperation had to be earned.

The support of one very important person was obtained, but he did not in-
volve himself in the evaluation in any way other than approving the funds
necessary to conduct it. This person was the dean. He felt that the cur-
riculuM of the school was taught by the faculty for the students, and that
theythe faculty and studentsshould together analyze it and recommend
changes within ,a supportive, but neutral environment. He introduced us to
the entire faculty at thefirst fall faculty meeting, reiterated his complete sup-
port of the project, and did not ask for, or receive, any further communica-
tion flora us during the entire first year

The Chronology of the First Year: In order to establish.: the process for
developing the-school and departmental goals, as well as mephanisms for
evaluating their attainment, it was agreed that an existing faculty committee
would work with the evaluators rather than creating a new, additional struc-
ture for the project. The stancEng curriculum committee appointed a sub-
committee composed of an administrator, two faculty members, and one
student. -

In order to provide a framework for the evaluation, the following assump-
tions were defined at the first working meeting:

I. The goal of curricular renewal is the improvement of teaching and
learning.

2. Any really meaningful changes in the currIstilum and, ultimately,
improvement in the teaching - learning process, must be fully integrated,
with a rigorous, comprehensive evaluation strategy.
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3. The focus of evaluation must be on -Outcomesin terms of student
achievement and satisfaction; faculty motivation, crevelopinent, and
satisfaction;. responsiveness of course offerings and curricular se-
quencing; and, finally, outcomes infteim-s-:of the total school environ-

ment.

At that same meeting, the subcommittee reviewed and ratified the objec-

tives of thesproject and agreed upon the procedures that would be used to ac-

complish them. The first step was to solicit ideas for first-order school goals
through interviews with the faculty and students, and on the basis of these
conversations, each committee member would, generate a list of tentative..
`goals for consideration. i

Although the components that comprise a measurable objective were re-

vjewed at the meeting, the committee members returned for the subsequent

meeting two weeks later with a lengthy hodgeppdge of vague ideas and
global, motherhood-type statements similar to the vacuous desciliptions of

most school catalogues. Several hours were spint distilling their essence,
collapsing them, and rewording them into goals that were at least semi-
measurable and based upon graduate outcomes.:During the following week,

the goals were further refined, and presented to the committee for review.

Changes in wording were explained, and approval was obtained for each
change. When all of the goals were in acceptable form and accurately
conveyed the intents.of their "authors," it wps agreed that they should be
circulated among the faculty and students to gain their reactions and accep-

tance. . .. I

The tentative goals were sent to every full-time faculty member and 25

percent random samples of the student body', each drawn representatively

from all four class levels. Everyone was asked to review each goal and sug-
gest criteria that they would accept as !evidence of its achievement.
Response rates were 90 percent from the acuity and 80 percent from the
students. Consensus on the goals ranged fro 75 to 95 percent for the faculty

and from 80 to 95 percent for the stud nts, and many suggestions for

measurement criteria were obtained. Sorge of the respondents also sug-
gested rewording goals they agreed with ill essence, and some suggested ad-

ditional goals for consideration. The tabulated results, along with the sug-

gested word changes and lists of criterion rtieasures, were circulated againto
get another reading on the goals and a first reading on the criteria. This time,

part-time faculty and faculty who held j int appointments in other schools

were also included.
,_ Again, responses and consensus wercl overwhelming, both for the goals

and the measurement criteria. The criteria were further refined and sent out
sionce again. Then, only those objective and measurements which received

over 75 percent agreement were adopted as first-order goals of the school
the cut-off point previously agreed upon with the committee and the faculty.
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'Everyone agreed_ thataccepIance of the gOr4s,by at least three-quarters of
the faculty would minimize the possibility that a vocal xignOrity would
prevent their attainment.

Tfie same process of goal formulation was lien instituted for each of the
,school's,sections (units equivalent to departments), except in this case, sec-
tion .representatives; formed the working committees, and each section
,defineclits own cut =off point for goal. adoption. A few were lower than 75
spercent,:but,host were higher. Ali" of the faculty in each section were in-
volved in, the process, and measurable objectives and criteria were es-
tablished for each section that were congruent with and supported the goals
ettablished for the school at laige.

The first year-of the project was thus completed. The school and each of
its sectionsthad a set or objectives and critenon measures to assess their at-
tainment,. and a process for curriculum development and evaluation had
13-e-en.established. At many institutions this would have been a one-month
project Whyhad it taken so long in this case?

In ,Retrospect: Completing the initial stage of the project took the better
part of a year, but we firmly, belieVe that the slow movement through this
phase was essential for several reasons. Many of the faculty were far from
receptive tothe prbject from the beginning. They had experienced too many
simplistic workshop overviews of objectives. They had been required to
write "behfivioral" objectives for their courses, but few faculty saw the rela-
tionship between the objectives and their teaching. Once written, the objec-
tives were filed away only to be brought out for periodic accreditation visits.
Since few faculty actually, used their course objectives, the relationship
between school and section goals and the curriculum was very remote.

A second reason for the sloW progress was that some of the faculty who
favored the project from the beginning were supportive for the wrong
reasons. Anticipating minimal cooperation from other faculty, they saw this
project as a way to railroad pet goals into the curriculum and thus obtain
more curricular hours for their section. In the early stages of the project, it
was evident that for some people an important measure of profession,
worth lay in the number of curricular hourS for which they were responsible.
A recurrent theme in introductory conversations was: "Hi. My name is Dr.
So and So (no one ever had first names); my section has sixty-three cur-
riculum hours. The national average is forty-two, you know." -

In order to counteract this attitude and yet gain the faculty's cooperation,
we spent the first two months of the project doing little more than visiting
faculty in their offices, chatting with them in the halls, and having coffee and
lunch with them in ordei to get to know them, explain the purposes of the
project, answer their questions, and slowly gain their support. The time was
not ill spent, in ..Ate of the fact that one of us gained ten pounds and the
other became-allergic to coffee. Many faculty simply needed to get to know
the evaluators (and in some cases, judge them) on a personal level first apt!
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as evaluators second. Others needed to get their "air time" to present gripes

...,about the school and/or to demonstrate their own expertise as educa-
tiors/evaluators. Oddly, thefact that we knew nothing about dentistry was

never raised. But through,these formal and informal visits, the purposes of

the picket were conveyed to the faculty, and they began to accept the fact
that there was no hidden agenda, that we could be trusted and that there
would indeed be an evaluation that they would help design and conduct. The
formalproceSS of goal setting and review could then begin. But soon after,

the project ran.into its second slowdown.
As the faculty becanie convinced that they really would be responsible for

-- establishing hie curricular direction of the school, they developed an almost
insatiable thirst for information: How can I be sure that the objectives for my
section will be good? How do we know our tests are fair? How do we
evaluatclinical performance? How can I be sure that my instructional ma-
terials and methods are adequate? In response to theserequests, and with

the support of.th, still-invisible dean, we conducted a serizs of seminars and
workShops ranging from methods-type classes on instructional techniques
and student learning styles to workshops op test construction and clinical

evaluation.
As a result, by the end of the first year, in addition to the goals and criteria

that were established for the school and sections, a learning environment
had been created in which teaching received major attention. None of this
would have happened if the faculty had not been developing their own goals

With an eye to.attaining them through teaching.
The goals certainly could have'been stated better if they had been written

by, or purchased Trom, professional educators. And they would have been
written in mush less time and probably for much less money. But they might

have ended up on the proverbial shelf along with the other goals and objec-

tives that had been lying there for years. The purity of measurable objectives

had been violated. But, while classically imperfect, their intents were ade-
quately conveyed and faculty were committed to working toward their at-
tainment. Garnering faculty support was far more important for the futureof

the project than producing classically perfect objectives. There was ample
opportunity to rewor 1 the objectives later; there was only one opportunity

to gain th'faculty's trust. So the first year endedfar behind Schedule, but

way ahead in support.
The Second Year: The next phase of the project was inaugurated by hav-

ing each section present their objectives to the rest of the faculty,
uemonstrating\how they contributed to the overall school goals and comple-

mented and expanded upon those ofthe other sections. Many overlaps and

gaps were identified and ad hoc joint section committees were set up to

-investigate and explore solutions.
, Each section had been asked to send one representative to these informa-

tion-sharing sessions. If all had complied, that would have meant an atten-
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dance of 23. However, so many people were interested, an average of
sevsotycitrhe,to each of the first. three meetings. Also, a 16-hour course on
criterion-referencedl measurement was ,Offered and 27 faculty attended. A
series' Of -tnini-cotirses- on, "What, We -Wrote As Objectives But Never
-Learned OurSeMs" was introduced, al* 40 people came to, the first session.
Since there were only about 60 full-tifhe faculty (and 140 part-time), this
"represented an amaiing show of support for in-service training. In addition,
complaints were Voiced by faculty who had classes or laboratory sessions
which- conflicted with the'hotirs of the workshops and seminars, As a result,
and at the request of the faculty, the dean designated one-half day each week
as "'Faculty Development pay." Classrooms and laboratories were closed
and- the" school turned into an instructional laboratory. More teaching
improvement classes -were introduced, as welLas several discipline-oriented
;continuing education courses. Faculty attendance, which was always volun-
tary,bovered around90 percent.

And where was the curriculum evaluation that had started all of this
-activity? Actually, it was over the place. After=hearing about a particular
instructional principle called appropriate practice at one of the classes, one
professor cancelled a lecture and took his students to an empty laboratory to
Practice. Another took his; students out of a laboratory where they were

-Practicing something he decided wasn't all that important. Still another ,

faculty .member decided that his age-old. practice of giving a quiz at 8:03,
every morning, for no other purpose than monitoring attendance, could be
dispensed with.* Faculty were reexamining their objectives, not necessarily
with an eye to changing them, but to underStanding their full implications for
the classroom.

Faculty were talking to each other about their teaching and how their
students were progressing toward particul- objectives; curricular hours
were seldom mentioned. Moreover, somehow, coincidentally, first names,
surfaced, and the unfriendly atmosphere seemed to disappear. Many of the
faculty began to work with us on a number of special projects. Some
developed self-instructional materials that contained outrageously irreverent
cartoons and humor (which the students lovedand learned from); others.,
-helped us prepare an objectives-based questionnaire for the graduates.
Change was taking place, albeit somewhat less systematically and -more
serendipitously than had been planned. Evalu-ttion and change had becoMe
a cyclical process. Evaluation served 7.s the, incentivefor change; change, in
turn, necessitated evaluation. 7

The Survey: The foundation of the formal evaluation was the gioduate
questionnaire, and again, everyone was involved in its development. The 40-
page compendium of objectives was analyzed, and item were-developed for
'each objective specified for the school and the sections. A draft was ap-

vprie use of the masculine in all of these cases is purely refletive of the sex of each person mentonect.
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proved by the committee and distributed to the faculty and student body for

their review. This was not a typical alumni questionnaire full of "Were are

:you, what are you doing, and what did you think of your educationrli was
entirely dependent upon the,specified measurable objectives;Because of its
length, however, the faculty and students were asked to designate items that

they considered "absolutely essential" so that two versions of the question-

naire, with these as common items, could be devised, thus keeping the
length manageable for any one respondent. Each questionnaire still ended

up being 17 pages long. They were sent to every person who had graduated

the previous year, and over 60 percent were initially returned. A follow-up

letter increased the,response rate to 85%.

We had intended to codify the data, analyze it, and prepare a written

report on the:findings, but the faculty were impatient. They were determined

to have an immediate look at the information, so the data were simply tabu-

lated and sent to them. At the same time, a formal analysis was prepared,
bufthe faculty didn't seem to need it.

For the next few weeks, everyone was talking about the survey results.

Special section meetings were called to discuss the implications. Requests

for curricular changes were brought to appropriate committees and moved

through the formal structure. Informal changes took place immediately in

the classrooms. Timidly at first, faculty began to ask if their objectives were

"revisable." Some were quite concerned that their most cherished objec-
tives were being ignored by the students once they graduated. The purpose

of the survey was to find out what graduates were actually doing in their

dental practice. Now that the faculty had that information, they had several

alternatives: they could eliminate or change their objectives; they could in-

stitute measures designed to ensure that more graduates would accept the

importance of their objectives and honor them in practice. They could also

do nothing. It was up '.o them; they had the information, and they now had

the skills.

Summary: This was a curriculum evaluation, but it contained many more

elements than are typically found in such endeavors. Some would separate

the project into faculty development, instructional improvement, organiza-
tional development, evaluation, or other categories. The project may have
encompassed these components, but the focus was upon one goalthe
improvement of teaching and learning. In this case, these elements were
companion activities necessary to.accomplish the goal.

The curriculum evaluation was and continues to be a success. Student and

faculty evaluations of the project were extremely _favorable. They were

pleased with the processes, the learnit g outcomes, and the results. The
project has been institutionalized and is tow in its fourth year. As intended,

we, as external evaluators, became dispensible; the faculty continued the

process of change and evaluation.
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The following principles summarize what we believe are the major reasons
for the project's success:

1. There was strong administrative support coupled with very low
administrative visibility.

2. The evaluators were allowed flexibility in the initiation and evolition
of the project (for example, the two months spent "setting the stage"
and the ability to add elements to the project at the request of the
faculty).

3. The evaluators were there as objective, external-change agents,
removed from internal politics and with no ties to any particular
constituency.

4. The project was designed to respond to the immediate concerns of
faculty, giving it a credibility and an influence necessary to confront
the more complex and comprehensive changes to come later.

5. A major standing committee was used to help plan and implement
each stage of the project. For this reason, faculty did not feel th at
something foreign was being imposed on.them.

6. Faculty (and students) were involved in the conduct of the project
from the beginning and had basic control over its direction and out-
comes.

7. Faculty were offered training in the skills required for full participa-
tion in the project. Those who wished to learn more were trained as a
cadre of "in-house experts" to work with others on an individual
basis and lead courses and workshops themselves.

0
8. The evaluation staff and budget were kept to a minimum. The two

external consultants were augmented by resources already there. The
dean's secretary arranged all meetings and schedules; other tasks
were assumed by faculty and students.

9. Evaluation was fully integrated into all ar:ects of the teaching/learn-
ing/management processes of the school; it was not a mere append-
age.

10. The mechanisms, processes, products, and outcomes of the project
were fluid.

An Evaluation of a Public School Curriculum

Overview: A small, relatively isolated, politically conservative rural com-
munity had been transformed, because of its accessibility to a major
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expressway and a building boom that spanned a ten-year period, into a large
suburban community with a great mix of people whoheld opposing views re-
garding educational philosophy in general and the curriculum of the schools
in particular.Vhen dissatisfaction with the schools grew to such a point that
school bonds failed to pass, a group of parents and community residents, in
cooperation with the school board, initiated an evaluation of the school cur-
riculum and the, district's policies, and also contracted with external
consultants to conduct a separate "objective" evaluation (22).

The objectives of the external evaluation were:

1. to examine and document the-competing values of various lommunity
groups;

2. to determine areas of agreement and disagreement among community
residents and examine how these shaped the school program and af-

fected school policy; and

3. to formulate plans to enhance school-community relations, reduce the
r----levdgrtwonflict, and improve educational opportunities for all

gruTents.

Procedure; Although the term was not used, the basic principles of
transactional evaluation were employed by the external evaluators, since the
evaluation called for the confrontation and resolution of conflict. The first

step was to identify the divergent goals, educational philosophies, and at-
titudes present in the community. Three activities were initiated in order to

gain this information.
First, a mail survey was conducted by the citizen evaluation committee in

which residents were asked to rate on a five-point scale the degree to which
they agreed or disagreed with statements regarding educational philosophy,

school goals, school programs and policies, physical facilities, school-citizen
communication, and taxes. They were also asked to indicate what elements
they were most and least satisfied with in the schools. Secdnd, in order to
determine discrepancies and congruencies between parents, teachers,
school administrators and non-parent residents regarding the purpose of
education, 36 members of the lay citizens' committee, 35 teachers, and 2
administrators were asked to rank 106 educational goals listed on a form
commonly used throughout the country (40). Finally, formal classroom visi-
tations were conducted in each class in the district, as well as some classes
in a nearby district, for comparison, by both members of the lay citizens'
committee and the external evaluation team.

Responses to the mail survey were examined according to age groups,
length of time residing in the community, and whether or not respondents
had children in the schooi system. Two distinct value systems clearly
emerged that were classified according to Spindler's (81) definitions of tradi-

tional and emergent values. Spindler defines traditional values as those
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which emphasize thrift, self- denial, postponement of satisfaction, success,
and a belief that the means to it is hard work, absolute morals, and elevation
of the individual as an end rather than the group. gmergent values are
defined as those which emphasize sociability, sensitivity to the feelings and
needs of others, a relativistic attitude toward moral norms, and a here-and-
now orientation that reflects uncertainty about the future (81).

Traditional values were held by residents who had lived in the community
for more than ten years before the changes in the community and the schools
had taken place and,by those who did not have children. People who had
lived in the community for less than ten years and those who had childien
enrolled in the local schools held more emergent values. The two groups of
residents who were at odds with each other were clearly identified. Break-
downs by age showed no significant differences. Although the beliefs of
residents who had children in the schools might be considered more relevant
and thus more important, all citizens are entitled to vote, and both board
memberships and school boni issues are decided by and subject to theinput
of all. Further, pressures on administrators come from all quarters.

The results of the goal yanking demonstrated that the parent/citizen group
ranked academic skills and their relationship to everyday life the highest,
while teachers stressed creative, affective, and artistic goals. SOme areas of
agreement did emerge between these two groups; the development of self-
esteem and knowledge of sociology and citizenship were important, and reli-
gion was least important for both groups.

During the site visits, parents and other citizens observed educational
practices and found that many of the negative issues raised regarding the
schools were grossly exaggerated, and in some cases nonexistent. The Ma-
jority of teachers were in fact emphasizing rather traditional values. The
consultants corroborated tnese perceptLons. In addition, standardized tests
were administered to students by the external evaluators, and it was found
that the mean achievement scores were at least at grade level for all grades
and considerably above grade level for,the majority of grades. This very
traditional measure of achievement satisfied everyone that the students were
receiving a quality education, a point that illustrates the weakness inherent
in a noncomparative evaluation. The primarily middle-class students were
no doubt above average, and there is no way of knowing without a compara-
tive evaluation whether these students would have scored higher had they
been learning under another set of conditions.

Although some weak points were identifier.'. by the classrooth observa-
tions, ideological judgments were largely replaced by data or perceptually
based information. Specific practices were examined more as to their effec-
tiveness than as to how much they conformed with value structures. As
Eash et at (22) summarized, "it soon became evident to all but the most
hardened ideologists that the earlier assumptions were too broad, often did
not correspond to the facts, and were untenable as a basis for making policy.
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Ideological rhetoric was reduced, the climate for teaching and learning was
enhanced,, and a better relationship with a more informed community
resulted."

Although 'the study did have some methodological limitations, seven
major outcomes were attributed to the project (22):

1. Greater community interest resulted in a larger turnout for school°

boardelections.

2. School board members were more carefully selected and candidates for
the ,board made more effort to inform the community of their stand on
specific issues.

3. Positive community interest in the schools increased as did a readiness
to contribute to as well as critique school activities.

4. Md. ,s were better informed and demanded increased communication
with school administrators and teachers, as well as a more systematic
organization of school curriculum.

5. Demand increased for accountability of school administrators to both
citizens and teachers regarding curriculum, student achievement, and
finances.

6. Antagonism between teachers and citizens over the ptirpose and orgd--
nizatioh of classroom instruction was reduced.

7. A citizens' advisory committee was established to work directly with
the school board and to serve as a source of input for citizen opinion.

.The most obvious reason for the positive results that came from the
project was that the citizens of the community were deeply involved in both
The planning and implementation of the evaluation of their schools. Possibly
because the external consultants were conducting a companion study, the
citizens' group steadfastly attempted to make their study as valid as possible

so that their recommendations to the school board would be received with
equal weight. As a result, recommendations from both groups were very
similar although the external evaluators called for more eltensive changes

than did the citizens.
Facts that were brought into the open replaced idt..clugical rhetoric that

had previously kept the two factions of residents from agreeing on school
pdlicy. But it was not just the information that helped resolve the problems
in this community; it was the manner in which the data were collected,
analyzed, and reported.
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NeediMiessments

The process by which one identifies needs and decides upon their priority
has been termed needs assessment. A need may be defined as a condition in

which there is .a discrepancy between the actual-or observed state of affairs
and a desired or acceptable state of affairs (3). In the educational world, this
discrepancy can be determined by objective measurement (for example,
fourth grade students are given a test to measure their skill in mathematics,
and the results-are compared with a set of standards expected for children in

the fourth grade). The extent of the discrepancy may also be estimated sub-
jectively (for example, a group of ludges" observe the operations of an in-
stitution or a particular program and collectively decide what the needs seem
to be). In both ca.es, decisions concerning the .desired standards and the
degree of need involve value judgments.

The following case studies briefly describe two needs assessments
conducted in different settings and, accordingly, using different procedures.

A Needs Assessment of a Professional School:12 A general feeling of
stagnation existed within the school, and both the faculty and administration
were dissatisfied with the qualLy of education being provided. The faculty
(Wa.) also splintered, and there was no consensus regarding either the reasons
for the lack of vitality or ways by which the situation could be improved. In
an attempt to bring the conflicts more clearly into focus and begin to develop
solutions, the authors were asked to conduct an organizational diagnosis and
needs,assessment.

The objectives of the project were threefold: 1) to identify critical organi-

zational and curricular problems that directly and indirectly affected the
functioning of the school and the quality of its educational program; 2) to
recommend appropriate entry points for intervention strategies that would

most effectively redress the problems identified; and 3) to design a program
for planned change and institutional renewal that could serve as a basis for
on-going evaluation and continuous improvement of the quality and effec-
tiveness of the organizatim and its instructional program.

The needs assessment was conducted by a team of three external
constiltantS who spent 'one Week at the institutional site. As part of the
analysis, they worked with faculty, administrators, ania studenti, Wont
them clarify the reasons for their dissatisfaction, identify points of conflict,
and explore possible strategies that would lead to their resolution.

A-variety of procedures were used to gather the information necessary for
the diagnosis and analysis: semi-structured interviews and informal dis-
cussions with individuals and groups of faculty, students and administrators;
direct classroom observations; and document analysis. The documents pro-

1:The type of professional school in whic.h this needs assessment took place has been withheld in accordance
with the wishes for anonymity on the part of the school staff.
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vided background information regarding thei,history of the school and critical
events in its growth; the observations and ;inforinal conversations enabled
the team to explore issues in greater depthiand to discover issues-that-had
not surfaced in the interviews.

F

Intensive, two -hour interviews were held wati approximately 75 percent
of,the full-time faculty in groups ranging frop four to six participants. Each
group was selected to be representative of thfferent curricular areas, varying
levels of faculty rank, and tenure and length of time at the school. All of the
major school committees were represented the interview groups. In addi-
tion to the meetings with faculty, special interview sessions were held with a
group of students representing all class levels and with the dean and his
administrative associates. An informal "drop-in" afternoon session was
reserved for 'people who had not been involved ;in the scheduled interview
groups, could not attend attheir scheduled time, 9r wished to talk further.

The series of questions asked by the team was similar for all groups. No
attempt was made to interpret the answers or influence the direction of the
responses by delimiting_ the- scope of the questions or channeling
respondent? answers, even when they were being heard for the fortieth
time. One exception was that discussion about problems related to facilities
was discouraged, since a new, well-equipped building was under construc-
tion and would soon be completed,

1

Throughout the entire data gathering process, the focus and intent was on
exploration and discovery. The goal was to findsout what the school was like
and how it waverceived,by hoth,staff and.stucients. The reality of the orga-
nization as defined by ifs members was the primary concern, since their per-
ceptions influenced the school's functioning and atmosphere. The
procedures established at the interview sessions reflected this perspective
that is, the interviewees were the experts as far-as organizational operation
and functioning and the school's programs and Pr.ocesses sv4re coricOned.
The evaluators were there to learn about the school, listening carefully to
what people said and observing how they interacted with each other.

Although the make-up of the groups obviously differed greatly in mkny
respects, there was almost complete agreement as far as descriptions of The
school's operation and functioning and identification of major problems and
suggestions for their resolution were concerned. This was in marked

,contrast to the belief that there was conflict-7 the assumption' on which the
call for a needs analysis was based:

The major problems raised by all of the people interviewed, and cor-
roborated by the team's informal conversations, observations, and
classroom visitations, centered):on the pervasive lack of communication
between and among the different constituencies, the fragmentation of the
curriculum, the faculty's lack of training in teaching methodology,
inadequacies in the testing and grading system, and theiack of administra-
tive follow-through. last point is particularly important.
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Theinterviewees commented repeatedly about-the-lack-of follow-through
that-charadeffzed the modus operandi of the school. A workshop was
presented; a project was started; ideas were generated and accepted. But no
support was ever provided for implAmentation, and faculty who became ex-
cited about a new project or idea for change soon became disillusioned. The
faculty's skepticism regarding the prospect of change carried over to the
needs assessment project and, although they were cooperativehaving de-
cided to "give it one last try"many expressed doubts that any changes
mould be forthcoming.

In this case, however, they were wrong, and they were rewarded for their
efforts. As recommended in the needs analysis report which was circulated
to all faculty, the dean approved the initiation of a long-term program of
planned organizational and curricular change and evaluation. The program is
designed to address the problems identified and contains those componetits
suggested by the faculty and students who had been interviewed. The school
was diagnosed to be a closed system, one that would increase in entropy and
disintegration. The goal of the change program is to help the school become
more of an open system by establishing a process for a cycle of self-gener-
ating change and evaluation.

The scope of the program is broad, and its chances of success Will be
enhanced by the continuing involvement of many people. Although it is nit
far removed from the dean's perception of what a change program might be,
it is not his plan. It belongs to and will be implemented by all three of the
school's constituenciesthe faculty, the students, and the Administration.

A Needs Assessment of a Faculty Development Program: A large com-
munity college district had established an instructional grant program that
provided funds for the development of innovative approaches to teaching
and instrtidion. Faculty in the district could write a proposal and, if selected
in the competition, obtain funds to develop their design. The program had
been well received, and many faculty undertook a variety of projects. Al-
though the program had been operating for a number of years and had
proven to be an excellent device for motivating faculty to examine their
teaching, the director was concerned about the quality of the instructional
products that were being developed. Funds for field testing were not avail-
able, so rather than implementing a formative type of evaluation, the direc-
tor asked external evaluators to conduct a needs assessment of the program
to determine A. faculty would benefit from a special course designed to teach,
them the principles of instructional design, product development, and
-evaluation.

The first step was to review all of the project proposals -that had-been_
funded as well as all interim and final reports in order to identify the nature
and objectives of each project. The investigators then combined objective
Measurement and case study procedures in a holistic approach to the assess-
ment analyzing the extent of the faculty's skills in instructional design and
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,product development. The assessment approach includeda Short objective
test given-to a random sample of faculty in each of the colleges in the district

..and_a series of on-site interviews with very faculy member -who ,had
i' received a grant since the program had begun and with the local campus
;, administrator who was supervising the program. Completed pioducts were
reviewed for content and evaluated for face validity according to the prin-
ciples of instructional design. In the few cases in which student performance
data were avalable, products were evaluated for their effectiveness

I: promoting student achievement and/or tricttivatiori.
The faculty's level of/skill in instructional design and product develop-

ment was assessed on tile basis of seireral types of data and data sources,
and discppancies did indeed exist between their knowledge of instructional
design and the quality of their products. On the basis of these findings, the
investigators recommendedrthat as a condition of receiving a grant, faculty

,..should participate in a special -program desigded to teach them the bask
principles of instructional, design, and that such a program should be
developed before the following year's grant program was initiated. It would

I have been unfair to discontinue the program on the basis of the needs assess-
,ment. That was not its purpose. The program had increased faculty motiva-
tion to improve instruction and had rewarded those who tried to do so, and
these were Specified goals 9f the grant program. The addition of an instruc-
tional design component in conjunction with the grant program_served to
increase the chances that the resulting products would be effective and of
high, quality.

Summary

r, The case study descriptions of evaluations presented in this ,. chapter
demonstrate quite clearly that there is no one cut-and-dried method for con-
ducting them; nor is there one' "best" approach to evaluation for all situa-
tions. They also provided examples of the variety of real world settings as
well as the array of methodological choices available to the practitioner.
Particular models were not imposed as a basis fot generating evaluation
questions; nor were evaluation designs picked out of a hat. Each approach
necessitated a design that would address the infortriation needs and ques-
tions required of the, evalnation and appropriate to the particular program
being evaluated.

Very often, the evaluatiorrquestions that need to be answered require ex-
perimegtal design. Is textbook A better than textbook B? Can students learn
as well in condition A as in condition B? Does the program effectiyely ac-

-,Complish our goals? Social action programs and organizational change pro-

grams, as illustrated here, are suited for integrated types of approaches
Such as transactional evaluation and holistic evaluation. Evaluators must



_proceed in developing their designs much as a gourmet chef might go about'
'concocting a new, delectable dishr--selecting a bit here and a handful there,
a dash of this and a pinch of thatcombining the ingredients into a design
that is suited to the particular program and its reqUirements and constraints.

We haye talked repeatedly of selecting designs and approaches that are
suitable-to' hePurposes of the evaluation and the information needs of deci-
sion makeri. But most real-world evaluations are constrained by the
program setting, .the budget provided for the study, and the time frame
within which the evaluation must be conducted. Money is never mentioned
in graduate seminars or in-service programs on evaluation. Yet, the truth of
the matter is, despite the growing reverence for evaluation qua evaluation,
few budgets allocated for it are sufficient to permit a thorough, ,:igorous, and
comprehensive investigation. More often than not, evaluation designs are
the result of compromises necessitated by limited funds and/or limited time.
The case studies were selected to provide examples of these very real prob-
lems.

It should be apparent from a comparison of the case studies tliAt holistic
evaluation and transactional evaluation have many basic similarities. There
are also important differences that may well become more pronounced as
both approaches are refined through continued use in various settings. The
common threads of holistic and transactional evaluations are: 1) personS
representing key constituencies at different levels of the program and dif-
ferent levels of power to influence the program directly or indirectly are in-
volved from the beginning; 2) multiple measures are used, including quanti-
tative data and qualitative infor-nation obtained from observations and inter-
views; 3) there is a concern for both process and outcome beyond attainment
of pre-specified objectives; 4) the study of actual outcomes is.combined with
naturalistic observations of what was delivered and how people interacted;
5) predetermined goals are not required nor are alternative causal possi-
bilities .eliminated in the analysis without sufficient examination; 6) experi-
mental design can be incorporated, but where this is impossible or im-

practical to implement, other designs can be adapted; 7) evaluation can be
viewed as either a continuing part of management or as a short term posthoc
analysis; and 8) evaluators can serve as part of the program staff or as
external evaluators outside of the program or organization. Both approaches
are eclectic and flexible, and are adaptable to the needs and requirements of
the particular program being evaluated and the particular infOrmation needs
being addressed. They are pragmatic, common sense approaches to program
evaluadon that provide comprehensive information acceptable to many dif-
ferent constituencies and useful to many different decision makers at many
levels of power.

The strategy of involving different people from the beginning of the
evaluation, including some people wh% are antagonistic to the program c
nay become so, is an important part ofboth approaches because transav
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tional evaluation is concerned with the fesotution of conflict. In the absence
of controlled experiments,' the p, rticipition of program opponents increases
the likelihood that biases in favor of th program will be balanced and out-
comes credited to the program will be v rified. Another benefit is that initial
meetings with representatives of different groups serve to introduce the
evaluator to a broad cross section of key decision makers. The evaluator, in
turn, can use these opportunities to explain the purpose and needs of the
evaluation, answer questions, involve people in the process, and try to
garner their support and cooperation.

Generally speaking, neither holistic por transactional evaluation costs
more than a traditional design, and theylmay well cost less than large-scale
experimental design. A key element in transactional evaluation, however, is
that representatives of the different grbups be brought together so that
conflicts can be brought to the surface, confronted, and resolved. Ob-
viously, this is feasible only in relatively studies or in large-scale
studies for ,which budgets are sufficient y large to allow people to come
together. In holistic evaluation, there is not a great deal of emphasis upon
`formally bringing the different groups together; whether or .:cot it is done de-
pends upon the particular situation. Confrontation and the resolution of
conflict are not strategic parts of holistic evaluation's foundation.

The collection of data has always been,tvalued as a respected acadethic
pursuit. But dissemination, other than through traditional journals and
scholarly association meetings, has not been a responsibility accepted by
evaluators. In many evaluations, the emphasis is placed on the dissemina-
tion of information to the upper levels of (management the top decision
makers only. Little feedback is provided for personnel directly involved in
the program, let alone persons who are not involved directly but whose deci-
sions nevertheless affect the program operating within their organizational
jurisdiction. Transactional and holistic project: are responsive to the in-
formation needs of a broad audience--from local program staff to institu-
tional administrators, system officials, and legislative policy makers.

Finally, holistic evaluation and transactional evaluation provide two le-
gitimate alternatives that can bc considered when experimental or quasi-
experimental designs cannot be applied, and they should thus be included in
every practicing evaluator's repertoire of program evaluation meth-
odologies.

UTILIZATION, QUALITY, AND ETHICS

On further cluster of issues that must be addressed in depth concerns the
use of the evaluation results. A well-designed and well-conductedevaluation
improves the process of decision making, it eliminates, or at least greatly
reduces, the influence of political or self-serving factors, and it provides ob-
jective, defensible evidence. Evaluation can lead to the planning of more ef-
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fectivekprograms, since data-based evidence of what. is working and what is
not is available to program planners. Evaluation increases the likelihood that
decisions will be wise and that subsequent policy will be rational. Why,
then, should the results of such a wonderful process be so universally
ignored? The fact that evaluwion has generally had so little impact is well
docuinented (10, 25, 60, 66, 72, 98, 99).

Throughout this monograph, we nave stressed the importance provid-
ing information for decisions regarding program improv.-taerit arm; decisions
regarding a program's future-. BLit the reasons for undertaking real world
evaluations are not always.so.ratiptial-; nor are the underlying motives al-
ways so nice.. The actual use of,the results of an evaluation often merely

(reflect the reasons the Jvaluatton/was called for in the first place.
Some evaluations are little more than public relations rituals carried out to

satisfy taxpayers or other publics demanding accountability; others re
initiated merely to satisfy federal or state grant requirements. These evalua-
tions are conducted not because program staff really want to find out how
well their program 'working, but because they have to evaluate if they want
to continue receiv.4 the external funds necessary to continue the program.
In many of these cases, program staff really don't give a hoot about the find-
ings of the evaluation. The fact that it was conducted is enough in and of it-
self.

In Popham's (60) view, many educational evaluations are carried out "in a
thoroughly practical milieu :n which an evaluation's results will constitute
additional playing cards that people will be dealing from patently' political
decks." Sometimes those decks are loaded. Politics is not confined to
program operitions, it affects both the motives for evaluation and the utiliza-
tion of its results. Even the most, dispassionately gathered, methodologically
perfect data can be used to justify a weak program or di,stroy .a good one.
The best of evaluations can be undertaken for the wors: reasons. Some are
undertaken merely as a ploy to get rid of an incompetent or uncooperative
administrator or staff person (60). Weiss (99) ,fists sever& other less-than-
legitimate reasons that evaluations are initiated. to delay decisions; to
provide support for o: justify a program to "higher-ups", to make a Laccess-
ful program more viable and increase the prestige of the institution, or as a
means of self-glorification for the directors. Evaluations are.iniCated to ap-
pease program critics and because they are-fashionable and ;end farm of
professional validity to the program (60),

Along the same lines, Suchman (91) describes following misuses
evaluation may serve: Eye-wash, White-wash, Submarine, Posture, and
Postponement. Eye-wash refers to deliberately selecting for evaltiation anly
those aspects of a program that look good on the surface in an attt.mpt tojus-
tify a weak or bad program. White-wash refers to attempts to cover up actual
program failures or errors. Submarine refers to attempts to destroy a
program rq,...tutess of its effectiveness, and Posture uses evaluation only as
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gesture of Postponement is an attempt to delay needed action-
hy prlIendingtOseek.thefacts.''

Bvaluators should. not be surprised in such cnes. if their report& are laid
neatly -to rest, albeit on a prominent shelf. And- they should amazed. if
theirreportS-arc not buried altogether when the ree§fli ts are negative or run
.counter to ye led interests. Few administrators or program staff in the-real
yorld are readily willing to accept-evaluation results that may place the sur-
vival of their-program (and their jobs) in seriopspopardy. Only when-organi-
zational.persormelthemselves aretlissatisfied with a program will'they be re-

,ceptlye to:the implications of a negative evaluation and. take its results
setiousi,y. Evaluators-would save themselves -a great deal of anguish irthey
foundeut what the Motives underlying,the evaluation were ancrniade sure
that the patrses were truly legiO-nate before they began.

,Evaluator would, also be wise a) be attentive to some basic proedures
that see:title increase the-likelihood that the results of an evaluation. will be
used; I) identify-potential users early in the evaluationand address issues of

concern to them,2) involve representatives from different constituencies in
the processlof evaluation, 3) complete the evaluation piomptly, according to
schedule; 4) prepare. several forms-of the report, including a noritectmical

summary for lay audiences, 5).provide individaals whose program is being
evaluated with, a drag report so they will have an opportunity to critique the
report and prepare a rejoinder, 6). take responsibility for presenting theAnd.
ings to decision makers-and interpreting them into action:plans;.and 7)he
available for advice or assistance in implementing recommendations even

after the eivaluationlas been completed.
The assumption in this discussion, of coarse, is that the .evalstipayeport

, is detaiki and eta ly indicates specific ways by which the program nxii?Jit be
improved. But many evaluators refuse to make suggestions or provide direr-''
m311 for improvement, viewing,theit tole as,orie if data gatherer and analyzer
only. Many evaluatorsprovide only global recommendations that are simply
too sweepingto bc(pratical. Many evaluators-make recomm'eadationilltat
are- vague andOpen to vayied interpretation. Yet. few cf them arc willing to
suck aroand long enough to interpret Olen data or hclptranslate their-recom-
mendations into act on plans once their evaluation has been completed
Evaluators-who abdicato respurisibility fur follow through Invite nonutifiza-

tion ritheit results.
- vrdnally, a maroi limitation un,ibe use of evaluaGun data and mmkier issuCt.

that AWE be addressed conrcrris the quality of the evaluation anti the
..-evalua' tor. 'herds a trcruensimas gap tetwecn the rhetoric of evaluation and

its dinionsaTated performance. i%c.4.ording, to Sikss 03), ,"Much evaluation
is poor; more is mediocre,- but, despite 4 fey su :,:ostion..s to evalUate
ezIduatiomr, there has not yet been developed a formal structure oil:
guidelines by which chaff e.an be ccomplishetl. Cuba 06) offers the following

Criteria for *,rgood evaluation:,
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1. Internal, validity: The evaluation information corresponds to -the
phenomena whi6h it purports to describe:

2. External validity: Most evaluations are uncOncerned about
generalizability, but widespread application is important, particularly
in the case of social action programs, and here questionsof sample
representativeness and the similarity of testing conditions become im-
portant,

3. Reliability: Information provided by the instruments is consistent.

4. Objectivity: Equally competent, independent judges or obiervers
would agree with-the results.

. Si Releyance:.The evaluation information relates to the.original purpose
of the evaluation.

. Importance: The information presented in the report is important.

7, Scope: The whole story is told with a wide range of information in-
/ ; eluding negatiVe perceptions or facts.

8. Credibility: The client and other audiences of dig:evaluation trust the
, 'evaluator and have confidence in the sources of information.

9. timeliness; The information is prepared in time to meet the client's

10. Pervasiveness. All audienc es who,are entitled to it receive the eValua-
tion information.

11. Efficiency; The cost of the evaluation in terms of time, personnel; and
funds is appropriate to the utility of the evaluation information.

It is-not easy to define criteria by which to evaluate:evaluators. Further -
more, as thepressurestor evaluation increase and more and more evalua-
dons- are required, the lure of the dollar will mount and evaluators will be
faced with many ethical choices and many threats to their integrity."
EvaltriCr has become a profitable enterprise, and suddenly people fmni all
walks Orlife are calling themselves evaluators in spite of the fact that,they ,
may lack training in evaluation and do not possess the technical competence
to carry out,quality evaluations. Having_read-a-bookur two or attended a
course. on evaluation-does not an evaluator make. Evaluation is diffic t

:even -under the -best of circumstances, and seldom do the best of cir in-
stances occur.

.Evaluation is also a high stakes game, and it is not yet a well oncd
professional practice with a code of ethics or Hippocratic oath. worst,
evaluators can become whores prostituting themselves for suffici t incen-

1311.iresderisretired to Popham (60) for a dImussion of ethical issues facing evaluators.
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fives ,(34); at best, they can unconsciously shade information that might
(harm a.progeam to which they feel morally committed. If an attorney loses a
case, or adoctor a patient, the result is indeed grim for the losers and their
fatinliesAut evaluations play with larger numbers and the impact of a nega-
tive evaluation is far - reaching. Programs are abolished and program par-,
ticiPantsArg deprived of services that they may have felt were valuable in
spite cirithe fact that the program was pronounced ineffective on the basis of
Other criteria. Program staffs lose jobs and their familieS suffer. Evaltr. 'ors
haye.the power to.ffect many lives, and their competence and integrity
assumes monumental importance. Evaluators must be skilled and th.ty must

'be competent. Atove all, they must be ethical.
StioPosethe EOPS prograin really had been in jeopardy. Should such a

well,intentiOned rjrogram, havebeen protected from a frugal governor even if
itmeant clistortirs some of the data? How- could the anonymity ptomised to-

colleges have been maintained if "good" programs had to 'be
______:identified in.iortier to save them? There are an infinite number of questions

such as_these confronting, the evaluator, and the answers are anything but
Simple;

In an effort to develop guidelines for educational evaluators that may be
used as a code of ethics, many of the ,major professional associations have
appointed special committees to consider tix issue. A preliminary set of
standards developed by ,the ethics committee of Division I-1, American
:Educational Reselarvh Association offers 11 statements of ethics for evalua-

..

tots as follows:

1. Evaluators should be independent to the extent that they follow
professional and personal standards. Evaluators shuuld be free of
political interference or coerctoi,, limited only by general policies of the
institution. Evaluators sbouldte responsive to the needs of a dicat.

2. Mutualsuppottand team work are ideal. A dient.pi ,ifessional rtlation-
ship should;exist where. ach can hav t. due respect for the other, but
separate responsibilities. Evaluators should be accountable to the

=clients, belt not subordinate to them.

3. Political and social contexts exist and should be duly considered when
reporting findings. The true cutv.omes of the studies should be reported.
regardless of other factors.

7 4. Evaluator values may be expressed in the report. but should be
identified dearly as personal judgments. Values and personal biases of
the evaluator should be made known to the client.

5. The evaluator has the primary responsibility for d-sign and meth
odology, and should make the final,decisions on them. The design and
methodologyshould bo agreed upunby the user before implementation.
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6. leyieWof the design;, instriimentaiion, and other aspects of the evalua-
doe by the client and fellow professionals should be sought.

7. It is an essential responsjbillty of the evaluator to be honest in reporting
_limit-09ns and/or constraints of the evaluation.

8. Negative findings should be treated the same as positive findings when
reporting to the client.

9. itelease-of results slibuld be dependent_upon-the terms of the contract
between the evaluator and client:

10.- The Muites of individual subjects should be kept confidential at All
\timesiiit accordance With federal law.

11. The evaluator should not accept an evaluation t.ontract when evaluator
. ethics and bias are at stake.

(Division II Newsletter, v. III, July, 1977)

.
A joint ;committee composed a representatives from AERA, the

American Psychological, Association, and other national organizations have
developed preliminary guii:elines that are currently being reviewed by
,Prominent -educational evaluators. Thes4 guidelines, which have not ;vet
been released to the public, cover everything from the scope of the informa-
tion and timeliness of the ,report to the fiscal responsibility, diplomacy, and
formal obligation of the evaluator.

la-addition to association committees on ethics, several leaders in evalua-_
boa, such as Michael Striven, Robert Stake, and'Elaine Worthen, have airo
begun to address the issue of evaluator et!..icSin their writ:1gs, and no doubt
evaluate, s will eventually be to turn:to these documents for guidance.
In the meantime, it is important to recc,,na.e that evalUation is an area that is
fraught with debatable questions of ethics and moral implications. Until such
timetbat definit. ve guidelines are available, evaluators must hescnipulouily
circumspect And conscientious. They should, approach evaluation as a
constructive process, viewing the goal of evaluation as improvement, and
when incloubt, they should remember the immortal Words of thic patron saint
of evaluators who said, "Let your conscience be your guide."
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